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Introduction

VASP is a complex package for performing ab-initio quantun@ehanical molecular dynamics (MD) simulations using pseu
dopotentials or the projector-augmented wave method anldre pvave basis set. The approach implemented in VASP
is based on the (finite-temperature) local-density appnakbn with the free energy as variational quantity and aacex
evaluation of the instantaneous electronic ground stataelh MD time step. VASP uses efficient matrix diagonalisatio
schemes and an efficient Pulay/Broyden charge density quifihese techniques avoid all problems possibly occurring i
the original Car-Parrinello method, which is based on theuianeous integration of electronic and ionic equatidn®o-
tion. The interaction between ions and electrons is desdrly ultra-soft Vanderbilt pseudopotentials (US-PP) othey
projector-augmented wave (PAW) method. US-PP (and the PAYdadgallow for a considerable reduction of the number
of plane-waves per atom for transition metals and first remeints. Forces and the full stress tensor can be calculéted w
VASP and used to relax atoms into their instantaneous grstatd.

The VASP guide is written for experienced user, althougméeaginners might find it useful to read. The book is mainly
a reference guide and explains most files and control flagemmgnted in the code. The book also tries to give an impressio
how VASP works. However, a more complete description of theéeulying algorithms can be found elsewhere. The guide
continues to grow as new features are added to the code.Heiisfore always possible that the version you hold in your
hands is outdated. Therefore, users might find it useful ézklthe online version of the VASP guide from time to time, to
learn about new features added to the code.

Here is a short summary of some highlights of the VASP code:

e VASP uses the PAW method or ultra-soft pseudopotentialeréfbre the size of the basis-set can be kept very small
even for transition metals and first row elements like C anG€nerally not more than 100 plane waves (PW) per atom
are required to describe bulk materials, in most cases é¥&Wb per atom will be sufficient for a reliable description.

e In any plane wave program, the execution time scalesNikdor some parts of the code, whekeis the number of
valence electrons in the system. In the VASP, the pre-fadtarthe cubic parts are almost negligible leading to an
efficient scaling with respect to system size. This is pdedily evaluating the non local contributions to the potdstia
in real space and by keeping the number of orthogonalisatorall. For systems with roughly 2000 electronic bands,
theN® part becomes comparable to other parts. Hence we expect A®&Ruseful for systems with up to 4000 valence
electrons.

e VASP uses a rather “traditional” and “old fashioned” sedfasistency cycle to calculate the electronic ground-state
combination of this scheme with efficient numerical methledsls to an efficient, robust and fast scheme for evaluating
the self-consistent solution of the Kohn-Sham functioféle implemented iterative matrix diagonalisation schemes
(RMM-DISS, and blocked Davidson) are probably among theefschemes currently available.

e VASP includes a full featured symmetry code which determthe symmetry of arbitrary configurations automatically.

e The symmetry code is also used to set up the Monkhorst Packaspeints allowing an efficient calculation of bulk
materials, symmetric clusters. The integration of the bstndcture energy over the Brillouin zone is performed with
smearing or tetrahedron methods. For the tetrahedron ehelidchl’'s corrections, which remove the quadratic error
of the linear tetrahedron method, can be used resultingdastabnvergence speed with respect to the number of special
points.

e VASP runs equally well on super-scalar processors, veaimpeiters and parallel computers. Presently support for the
following platforms is offered:
— Pentium Duo, Intel(R) Core(TM)2, Intel(R), i-7(TM).
— Athlon64(TM) and Opteron(TM) based PC's under LINUX.
— Presently, only the Intel(R) Fortran compilers are supbrt
— MPI bases parallelization, with excellent scaling on nwglte machines (Nehalem(TM), Opteron(TM), Intel
Core(TM)2 Quad core, INTEL i-7(TM)).
(for a performance profile of these machines have a look eBéntion 3.8).

In addition, makefiles for the following platforms are supgl Since we do not have access to most of these machines,
support for these platforms is usuahlipt available (the value in brackets indicates whether is yikbat VASP runs
without problems: ++ no problems excellent performancesually no problems; 0 presently unknown; - unlikely):

— IBM-SP2, SP3, SP4, Blue Gene (++)



— SGI Power Challenge, Origin 2000, Origin 200 (+)
— Cray T3D and T3E (+)

— Cray vector machines (+)

— NEC vector machines (+)

— Fujitsu vector machines (0)

— HP (PA-RISC), and other models (0)

For these platforms makefiles are distributed, but we caroffiet help, if the compilations fails or if the executable
crashes during execution.
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1 New features added

This section highlights new and important features of th&WAcode. If you upgrade VASP to a new release you might find
this section useful. However, a new user can usually skgpdgbction.

1.1 VASP 4.6

VASP.4.6 is stable and upgrades are only minute, often ompyaving stability of solving known compiler issues.

1.2 VASP 5.2.2: Release note

We are happy to announce the release of the new version ofi¢éi@ad/ab-initio simulation package VASP — VASP.5.2. The
new release contains many additional features which emhtirecfunctionality of the program package - we emphasize in
particular the ability to perform calculations using exach-local exchange or hybrid functionals and of many-boekp-
bation (GW) calculations. A list of all new features, inclndireferences to the pertinent publications is given below.

New features in VASP5.2

e Less memory demanding on massively parallel machines
(support by the IBM Blue Gene team is gratefully acknowletjge

e New gradient corrected functionals

- AMOS5 [49, 50, 51]

- PBEsol [52]

- new functionals can be applied using standard PBE POTCAR fil
(improved one-center treatment)

e Finite differences with respect to changes in the

- ionic positions

- lattice vectors

This allows the automated determination of second deviegatyielding

- inter-atomic force constants and phonons (requires arseibapproach)
- elastic constants

Symmetry is automatically considered and lowered duriregctidculations.

e Linear response with respect to changes in the

- ionic positions

- electrostatic fields[108]

This allows the calculation of second derivatives yielding

- inter-atomic force constants and phonons (requires arcefbapproach)
- Born effective charge tensor

- static dielectric tensor (electronic and ionic contribo}

- internal strain tensors

- piezoelectric tensors (electronic and ionic contribuitio

Linear response is only available for local and semi-loaatfionals.

e Exact non-local exchange and hybrid functionals

- Hartree-Fock method

- hybrid functionals, specifically PBEO and HSEOQ6 [92, 9010

- screened exchange

- Experimentalsimple model GW-COHSEX (applies empirically screenechexge kernels)
- Experimentalhybrid functional B3LYP

e Frequency dependent dielectric tensor by summation over eigenstates

- in the independent particle approximation

- in the random phase approximation (RPA) via GW routines

- available for local, semi-local, hybrid functionals, sened exchange and Hartree-Fock

e Fully frequency dependent GW at the speed of the plasmon pole model [111, 112]
- single shot GWy
- iteration of eigenvalues in G and W until selfconsistersyeiached[114]
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- Experimentalself-consistent GW by iterating the eigenstates in G (grttboally W)

- Experimentaltotal energies from GW using the RPA approximation to theetation energy[116]

- vertex corrections (local field effects) in G and W in the Lgvailable only non-spin polarized)[114]
- Experimentalmany-body vertex corrections in W (available only nonagpolarized)

e Experimental

- TD-HF and TD-hybrid functionals by solving the Cassida a&ipn (non-spin polarized only, Tamm-Dancoff
approximation)[106]

- Bethe-Salpeter on top of GW

(non-spinpolarized only using Tamm-Dancoff approximilfio

For all features marked "Experimental”, no support is presly available. These features are supplied "as is”, theg ax-
pected to be stable, but they have not been widely appliedesteld. Eventually these features might become fully stggpo

IMPORTANT: The present version of the code has been tested only usirgtéid-ortran compiler (ifc.10.X, ifc.11.X).
Support for other compilers is presently not available.

IMPORTANT: Certain features implemented in the new version of VASP derachange, hybrid functionals, and GW
calculations) are computationally very demanding. We seldll VASP users interested in using these functionaltbes
consult the publications listed above.

Users interested in an upgrade of their licenses or a new ASRcense should contact

Doris.Vogtenhuber@univie.ac.at
Dr. Doris Vogtenhuber
Computational Materials Science
Universitt Wien

Sensengasse 8/12

A-1090 WIEN, AUSTRIA

1.3 VASP 5.2: Manual updates

Manual for HF (Section 6.71), dielectric and optical prdjsrand density functional perturbation theory (Sectiagt2 and
GW (Section 6.73) and MP2 (Section 6.75) are available {fafbesome more advanced features the manual is still under
construction).

The section on the pseudopotential data base has been dif8atetion, 10 new PAW potential data sets supporting
relaxed core, will be released soon). The new potentiahatenger real space optimized and require to user to dortkide
vasp (REAL = Auto).

Since VASP.5.2, VASP supports non-spherical contribigtioom the gradient corrections inside the PAW spheres.& hes
contributions are only included in the total energy for VAGB. The flag ASPH = .TRUE. must be set in the INCAR file to
select this feature (see Sec. 6.44).

VASP.5.2 supports symmetry adapated finite differenced,ishVASP is able to determine for super-cells, which atoms
need to be displaced, displaces them, lowers the symmaetingahe displacement if required, and determines all attamic
force constants (see Sec. 6.22.6). Furthermore, lineponsg calculations with respect to ionic displacementsapported
(see Sec. 6.22.7).
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2 VASP an introduction

2.1 History of VASP
A brief history of the development of VASP:

e VASP is based on a program initially written by Mike Paynets MIT. Hence, VASP has the same roots as the
CASTEP/CETEP code, but branched from this root at a very esidlge. At the time, the VASP development was
started the name CASTEP was not yet established. The CAS&&ir upon which VASP is based only supported
local pseudopotentials and a Car-Parrinello type steej@ssient algorithm.

e July 1989: dirgen Hafner brought the code to Vienna after half a yeariat@ambridge.

e Sep. 1991: work on the VASP code was started. At this timegéh the CASTEP code, was already further developed,
but VASP development was based on the old 1989 CASTEP version

e Oct. 1992: ultra-soft pseudopotentials were included & ¢bde, the self-consistency loop was introduced to treat
metals efficiently.

e Jan 1993: J. Furthidler joined the group. He wrote the first version of the PIBagyden charge density mixer and
contributed — among other things — the symmetry code, theAlRigeader and a fast 3D-FFT.

e Feb 1995: J. Furthiiller left Vienna. In the time due, VASP has got it's final ngraed had become a stable and
versatile tool forab initio calculations.

e Sep. 1996: conversion to Fortran 90 (VASP.4.1). The MPI @ags passing) parallelisation of the code was started
at this time. J.M. Holender, who initially worked on the ghalisation, “unfortunately” copied the communication
kernels from CETEP to VASP. This was the second time devedopsnoriginating from CASTEP were included in
VASP, which subsequently caused quite some understandatér and uproar.

e Most of the work on the parallelisation was done in Keeleff8tdshire, UK by Georg Kresse. MPI parallelisation was
finished around January 1997. Around July 1998, the comnatiait kernel was completely rewritten (even 3D-FFT)
in order to remove any CETEP remainders. Unfortunatelg,ithplied giving up special support for T3D/T3E shmem
communication. Since than, VASP is no longer particulafficient on the T3D/T3E.

e July 1997-Dec. 1999: the projector augmented wave (PAW) atktvas implemented.

e 2004: The development on the vasp.5.X branch started dimgdisupport for Hartree-FockgW, linear response theory.
Despite the initial announcement, vasp.5.X is only a “milgigrade of vasp.4.6. Internal data structures are largely
unchanged.

In addition, the following people have contributed to thdeoThe tetrahedron integration method was copied from aQMT
program (original author unknown, but it might be Jepsen l@cBl). The communication kernels were initially developed
by Peter Lockey at Daresbury (CETEP), but they have beeregubstly modified completely. The kernel for the parallel
FFT was initially written by D. White and M. Payne, but it hasheewritten from scratch around July 1998. Several parts
of VASP were co-developed by A. Eichler, and other memberthefgroup in Vienna. David Hobbs worked on the non
collinear version. Martijn Marsman has written the rousifier calculating the polarisation using the Berry phase@ggh,
spin spirals and Wannier functions. He also rewrote the LDAeutines initially written by O. Bengone, and extended the
spin-orbit coupling tof electrons. Robin Hirschl implemented the Meta-GGA, andiisently working on the Hartree-Fock
support (together with Martijn Marsman and Adrian Rohrhach

2.2 Outline of the structure of the program

VASP.4.X is a Fortran 90 program. This allows for dynamic meyrallocation and a single executable which can be used
for any type of calculation.
Generally the source code and the pseudo potentials shesitterin the following directories:

VASP/srcivasp.4.lib
VASP/src/vasp.4.X

VASP/pot/..
VASP/pot_GGA/..
VASP/potpaw/..
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VASP/potpaw_GGA/..

The directoryvasp.4.lib contains source code which rarely changes and this diseatsnally does not require re-
installation upon updates. However, significant changegasp.4.lib might be required, when adopting the code to new
platforms. The directory vasp.4.X contains the main For@@ code. The directorigmt/ pot _GGA/ (and possiblyotpaw/
potpaw _GGA/) hold the (ultrasoft) pseudopotentials and the projeatanzented wave potentials respectively. LDA versions
are supplied in the directori@st andpotpaw , whereas GGA versions (Perdew, Wang 1991) are distribatdekidirectories
pot _GGAandpotpaw _GGA The source files and the pseudopotentials are availabldilensarver (see section 3.2).

Most calculations will be done in a work directory, and befetarting a calculation, several files must be created # thi
directory. The most important input files are:

INCAR POTCAR POSCAR  KPOINTS

2.3 Tutorial, first steps

If you have not installed VASP yet, please read section 3\ fidne files necessary for the calculations discussed in the
tutorial can be found on the VASP file server {itor/... ). The VASP executable must be available on your local machin
(ideally placed somewhere in your search path). If the tezarch path is unknown to you, you should stop reading this
section, and you should get a UNIX guide to learn more abausktell enviroment of UNIX.

2.3.1 diamond
Copy all files from the tutor/diamond directory to a work dir@ry, and proceed step by step:

1. The following four files are the central input files, and st in the work directory before VASP can be exceuted.
Please, check each of these files using an editor.

e INCARfile
TheINCARfile is the central input file of VASP. It determines 'what to a@od how to do it'. It is a tagged format
free-ASCII file: Each line consists of a tag (i.e. a string) #guation sign '=" and one or several values. Defaults
are supplied for most parameters. Please checlNwR file supplied in the tutorial. It is longer than it must be.
A default for the energy cutoff is for instance given in P@TCARile, and therefore usually not required in the
INCAR file. For this simple example however, the energy cutoff igpdied in thelNCAR file (and it is probably
wise to do this in most cases).

e POSCAR
ThePOSCARile contains the positions of the ions. For the diamond exantpePOSCARile contains the follow-
ing lines:
cubic diamond comment line
3.7 universal scaling factor
0.5 05 0.0 first Bravais lattice vector
0.0 05 05 second Bravais lattice vector
0.5 0.0 05 third Bravais lattice vector
2 number of atoms per species
direct direct or cart (only first letter is significant)
0.0 0.0 0.0 positions
0.25 0.25 0.25

The positions can be given in direct (fractional) or Cagesioordinates. In the second case, positions will be
scaled by the universal scaling factor supplied in the sedime. The lattice vectors are always scaled by the
universal scaling factor.

e KPOINTS
TheKPOINTSfiles determines the k-points setting

4x4x4 Comment

0 0 = automatic generation of k-points
Monkhorst M use Monkhorst Pack

4 44 grid 4x4x4

000 shift (usually 0 0 0)
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The first line is a comment. If the second line equals zeropiktp are generated automatically using the
Monkhorst-Pack’s technique (first character in third liggas “M”). With the suppliedKPOINTSfile a 4x 4 x 4
Monkhorst-Pack grid is used for the calculation.

e POTCAR
The POTCARile contains the pseudopotentials (for more then one spaaeply con-caPOTCAKiles using the
UNIX commandcat ). ThePOTCAKile also contains information about the atoms (i.e. theissn¢heir valence,
the energy of the atomic reference configuration for whiehpgbeudopotential was created etc.).

2. Run VASP by typing
> vasp

Again this command will work properly only, if the vasp exatable is located somewhere in the search path. The
search path is usually supplied in th&THvariable of your UNIX shell. For more details, the user isrefl to a UNIX
manual.

After starting VASP, you will get a output similar to

VASP.4.4.3 10Jun99

POSCAR found : 1 types and 2 ions

LDA part: xc-table for CA standard interpolation
file io ok, starting setup

WARNING: wrap around errors must be expected
entering main loop

N E dE d eps ncg rms rms(c)
CG: 1 0.1209934E+02 0.120E+02 -0.175E+03 165  0.475E+02
CG : 2 -0.1644093E+02 -0.285E+02 -0.661E+01 181  0.741E+01
CG : 3 -0.2047323E+02 -0.403E+01 -0.192E+00 173 0.992E+00 O A16E+00
CG: 4 -0.2002923E+02 0.444E+00 -0.915E-01 175 0.854E+00 O. 601E-01
CG : 5 -0.2002815E+02 0.107E-02 -0.268E-03 178 0.475E-01 O. 955E-02
CG: 6 -0.2002815E+02 0.116E-05 -0.307E-05 119  0.728E-02

1 F= -.20028156E+02 EO= -.20028156E+02 d E =0.000000E+00
writing wavefunctions

VASP uses a self-consistency cycle with a Pulay mixer andemative matrix diagonalisation scheme to calculate the
Kohn Sham (KS) ground-state. Each line corresponds to aetrehic step, and in each step the wavefunctions are
iteratively improved a little bit, and the charge densityéfined once. A copy of stdout (that's what you see on the
screen) is also written to the fi@SZICAR

The columns have the following meaning: Coluidiis counter for the the electronic iteration st&ps the current
free energydE the change of the free energy between two stepsdaegs the change of the band-structure energy.
The colummcg indicates how often the Hamilton operator is applied to twefunctions. The columms gives the
initial norm of the residual vectoR= (H —€S)|@)) summed over all occupied bands, and is an indication hohthes|
wavefunctions are converged. Finally the columa(c) indicates the difference between the input and output eharg
density. During the first five steps, the density and the gi@tisnare not updated to pre-converge the wavefunctions
(thereforerms(c) is not shown). After the first five iterations, the update @& tihharge density starts. For the diamond
example, only three updates are required to obtain a suffigiaccurate ground-state. The final line shows the free
electronic energ¥ after convergence has been reached.

More information (for instance the forces and the stressagrcan be found in thOUTCARile. Please check this file
in order to get an impression which information can be foundh@ OUTCARile.

Another important file is th&/AVECARIe which stores the final wave functions. To speed up calaria, VASP usually
tries to read this file upon startup. At the end of calculajdhe file is written (or if it exists overwritten).

3. To calculate the equilibrium lattice constant try to tyjpe . The shell scriptun is a simple shell script, which runs
vasp for different lattice parameters. You can check theesua of this script with an editor.

4. Determine the equilibrium volume (for instance using adratic fit of the energy). The equilibrium lattice constant
should be close to 3.526.

5. Now set the equilibrium lattice constant in tP@SCARile and move the ion located at 0.25 0.25 0.25t0 0.24 0.24,0.24
and relax it back to the equilibrium position usiigSP. You have to add the lines
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NSW =10 ! allow 10 steps
ISIF =2 | relax ions only
IBRION =2 ! use CG algorithm

to the INCAR file. (At this point you might find it helpful to relasection 6.22).

In order to find the minimum, VASP performs a line minimisasmf the energy along the direction of the forces (see
6.22). The line minimisation, requires VASP to take a "sthalhl step into the direction of the force, then the total
energy is re-evaluated. From the energy change and thaliaitd final forces, VASP calculates the position of the
minimum. For carbon, the automatically chosen trial stapuigh too large, and VASP can run more efficiently, if the
parametePOTIMis set in thdNCAR file:

POTIM = 0.1"! reduce trial step

Do that and start once again from a more exited structure((2©,0.20,0.20).

At the end of any job, VASP writes the final positions to the @ileNTCARThis file has the same format as t@SCAR
file, and it is possible to continue a run, by copyld@NTCARo POSCARand running VASP again.

6. As a final exercise, change the lattice constant iP@CARile to 3.40, and chand&IF in theINCARfile to

ISIF =3 ! relax ions + volume
POTIM = 0.1 ! you need to specify POTIM as well

and start once again. IBIF is set to 3, VASP relaxes the ionic positicasdthe cell volume.
Do not forget to check theUTCARile from time to time.

7. The final lattice constant will be quite accurate (arourid8A). The small difference to the lattice constant obtained
by fitting the energy volume curve is due to the Pulay stress égction 7.6): the stress tensor is only correct if the
calculations are fully converged with respect to the bastisEhere are several possibilities to solve this problem:

8. Increase the plane wave cutoff by 30% with respect to tedstrd value in thiNCAR file (ENMAX=55(. Now the basis
set is almost converged, and more accurate results for tteel@onstant can be obtained. Try this for carbon, and
increase the accuracy of the electronic ground-state ledilon by setting

EDIFF = 1E-7 ! very high accuracy required 10™-7 eV

in the INCAR file. Start from th€ ONTCARile of the last calculation (i.e. cogyONTCARo POSCAR

9. The Pulay error is independent of the structure, so it eeevaluated once and for ever using first a large basis-set and
than a small one. Start at tleguilibriumstructure, with a high cutoffNCUT=55Q. The stress tensor should be zero.

Then use the default cutoff. The stress is now -43 kBar. Tieikly an estimation of the possible errors caused by the
basis set incompleteness. (You might correct the relax#tyosetting

PSTRESS = -43 ! Pulay stress = -43 kB

in the INCAR file, but it is usually preferable to increa=é¢CU7Y.

Hopefully this small example has given you an idea how VASPkaoMore details tutorials can be found in the minutes of
the VASP workshop (we strongly urge all newbies to run thiotigpse tutorials, step by step, takes maybe a couple of days,
but should pay off).

http://cms.mpi.univie.ac.at/vasp-workshop/slides/do cumentation.htm
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3 The installation of VASP
3.1 How to obtain the VASP package

VASP is not public-domain or share-ware, and will be distributed orftgraa license contract has been signed. Enquiries
must be send to Doris Vogtenhub®ofis.Vogtenhuber@univie.ac.at ). The enquiry should contain a short description
of the short term research aims (less than half a page).

3.2 Installation of VASP

To install VASP, basic UNIX knowledge is required. The udeodd be acquainted with the tar, gzip, and ideally with the
make command of the UNIX environment.

VASP requires that the BLAS package is installed on the cderplThis package can be retrieved from many public
domain servers, for instanddp://math-atlas.sourceforge.net , but if possible one should use an optimised BLAS
package from the machine supplier (see section. 3.7).

¢ 1. DownloadRetrieve the source code and the pseudopotential datafbasethe download portal located at:
www.vasp.at

To install VASP, create a directory for VASP to reside in. Weammend to use the directory
"IVASPI/src

Retrieve the files from the Download Area of your account @xdbwnload portal: Theource codeof vasp.X and vasp.X.lib
are stored underc andlib of the respective VASP-releases VASP46 (and VASP5)

vasp.X.tar.gz
vasp.X.lib.tar.gz

The Pseudopotentials are  stored under Potentials in the sub-folders LDA, PBE and
PW9t The filespotUSPP _XC_type.tar.gz contain ultrasoft pseudopotentials for the respectivdhamge-correlation type
XCtype LDA, PW91 and PBE, the filegotpaw _XC type.tar.gz contain the projector-augmented-wave (PAW) pseudopo-
tentials ofXC_type . These files should be untared in separated directoriesf¢omachXC.type of the USPP and the PAW
pseudopotentials), e.g. using the commands

cd “/VASP

mkdir potUSPP_LDA
mkdir potUSPP_PW91
mkdir potPAW_LDA
mkdir potPAW.52_LDA
mkdir potPAW_PBE
mkdir potPAW.52_PBE
mkdir potPAW_PW91

copy the .tar.gz file of the pseudopotentials in the cornadjppgy directory and unfold the .tar.gz file by
tar -zxvf potXX.tar.gz

About 80 directories, all containing a fiROTCAR.Z are generated. The elements for which the potential filegeagrated
can be recognised by the name of the directory (e.g. Al, Sieteg. For more detail, we refer to section 10.

¢ 2. Installation of VASP: After the filesvasp.X.tar.gz andvasp.X.lib.tar.gz have been retrieved from the download
portal, the installation proceeds along the following éine

First, uncompress thiegz  files usinggunzip

Then untar theasp.*tar  files using e.g.:

tar -xvf vasp.X.tar
tar -xvf vasp.X.lib.tar

Two directories are created for each code release X:
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vasp.X.lib/
vasp.X.X/

Go to thevasp.X.lib  directory, and copy the appropriatekefile.machine  to Makefile

cd vasp.4.lib
cp makefile.machine Makefile

You might choosenakefile.machine  from the list of provided makefiles:

makefile.cray makefile.dec makefile.hp makefile.linux_ abs
makefile.linux_alpha makefile.linux_ifc_ P4 makefile.l inux_ifc_ath  makefile.linux_pg
makefile.nec makefile.rs6000 makefile.sgi makefile.sp2
makefile.sun makefile.t3d makefile.t3e makefile.vpp

cray CRAY (90, J90, T90 (++)

dec DEC ALPHA, True 64 Unix (++)

hp HP PA (0)

linux_abs Linux, Absoft compiler (0)

linux_alpha Linux, Alpha processors fort compiler (++)

linux_ifc_P4 Linux, Intel fortran compiler (ifc), P4 optim isation (++)
linux_ifc_P4 Linux, Intel fortran compiler (ifc), Athlon o ptimisation (++)
linux_pg Linux, Portland group compiler (++)

nec NEC vector computer (+)

rs6000 IBM AIX, xIf90 compiler (++)

sgi SGl, Origin 200/ 2000/ 3000, Power Challenge, O2 etc. (+)

sp2 IBM SP2, possibly also usefull for RS6000 (++)

sun SUN, Ultrasparc (-)

t3d Cray/SGI T3D (+)

t3e Cray/SGI T3E (+)

vpp fujitsu VPP, VPX (0)

The value in brackets indicates whether is likely that VASIP eompile and execute without problems: ++ no problems; +
usually no problems; 0 presently unknown; - unlikely. Type

make

The compilation should finish without errors, although wags are possible. Go to thvasp.X.x directory. Copy the appro-
priatedmakefile.machine  toMakefile . Now check the first 10-20 lines in tidakefile  for additional hints. It is absolutely
required to follow these guidelines, since the executabtghtmot work properly otherwise. If thilakefile suggests that
certain routines must be compiled with a lower optimisatipou can usually do this by inserting lines at the end of the
makefile. For instance

radial.o : radial.F
$(CPP)
$(F77) $(FFLAGS) -O1 $(INCS) -c $*$(SUFFIX)

Finally, type
make

again. It should be possible to finish again without errolth¢agh numerous warnings are possible). If problems aceum
tered during the compilation, please make first shure thathave followed exactly the guidelines in thiakefile . If you
have done so, generate a bug report by typing the followimgnesands (bash or ksh):

make clean
make >bugreport 2>&1

If you use the csh or tcsh, type:

make clean
make >& bugreport
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Send, us the fileMakefile , bugreport , the exact operating system version, and the exact conyglsion (see Sec. 3.6).
Presently, we can solve problems only for the following folahs, since we do not have access to other operating systems

makefile.dec makefile.linux_alpha  makefile.linux_ifc_ P4 makefile.linux_ifc_ath
makefile.linux_pg makefile.rs6000 makefile.sp2

Bug reports for the sun platform are rather useless. We khaiwasp fails to work reliably on Sun machines, but this is
related to an utterly bad Fortran 90 compiler. Any suggestimow to solve this problem are appriciated.

Mind: The VASP makefiles assume that optimised BLAS packages atalled on the machine. The following BLAS li-
braries are linked in, if the standard makefiles are used:

libessl.a IBM RS6000, SP2, SP3 and SP4
libcxml.a True 64 Unix, and Alpha Linux

libblas.a SGl

libveclib.a HP

libsci.a CRAY C90

libmkl_p4 Intel P4, mkl performance library

Usually these packages are speficied in the line startirg wit
BLAS=

or in the line starting with

LIB=

If you do not have access to these optimized BLAS librariesy gan download the ATLAS based BLAS from
http://math-atlas.sourceforge.net . In this case (and for most linux makefiles), BIEAS line in theMakefile  must
be costumized manually. Additional BLAS related hints a@sedssed in section 3.7 and in some of the makefiles.

Next step: Create a work directory, copy the bench*.tarlgs fo this directory and untar the benchmark.tar file.

gunzip <benchmark.tar.gz | tar -xvf -
Then type
directory_where_VASP_resides/vasp
One should get the following results prompted to the scr&&$P.4.5 and newer versions):

VASP.4.4.4 24.Feb 2000

POSCAR found : 1 types and 8 ions

WARNING: mass on POTCAR and INCAR are incompatible

typ 1 Mass  63.5500000000000 63.5460000000000

w w AA RRRRR N N Il N N GGGG ! |
w w A A R R NN N Il NN N G G M |
w W A A R R NN N Il NN N G 1 |
W wWw W AAAAAA  RRRRR N NN I N NN G GGG ! |
WwW ww A A R R N NN I N NN G G |
w W A A R R N N Il N N GGGG ! |

VASP found 21 degrees of freedom |
the temperature will equal 2*E(kin)/ (degrees of freedom) |
this differs from previous releases, where T was 2*E(kin)/ (3 NIONS). |

The new definition is more consistent |

file io ok, starting setup
WARNING: wrap around errors must be expected
prediction of wavefunctions initialized
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entering main loop

N E dE d eps ncg rms rms(c)
CG : 1 -0.88871893E+04 -0.88872E+04 -0.15902E+04 96 0.914E +02
CG : 2 -0.90140943E+04 -0.12691E+03 -0.93377E+02 126 0.142 E+02
CG : 3 -0.90288324E+04 -0.14738E+02 -0.49449E+01 112 0.293 E+01 0.175E+01
CG : 4 -0.90228639E+04 0.59686E+01 -0.28031E+01 100 0.264E +01 0.373E+00
CG : 5 -0.00228253E+04 0.38602E-01 -0.64323E-01 100 0.337E +00 0.141E+00
CG : 6 -0.90227973E+04 0.28000E-01 -0.90047E-02 99 0.131E+ 00 0.643E-01
CG : 7 -0.90227865E+04 0.10730E-01 -0.31225E-02 98 0.677E- 01 0.180E-01
CG : 8 -0.90227861E+04 0.43257E-03 -0.13932E-03 98 0.169E- 01 0.800E-02
CG : 9 -0.90227859E+04 0.23479E-03 -0.47878E-04 62 0.814E- 02 0.362E-02
CG : 10 -0.90227858E+04 0.41776E-04 -0.10154E-04 51 0.514E -02

1 T= 2080. E= -.90209042E+04 F= -.90227859E+04 EO= -.902203 37E+04
EK= 0.18817E+01 SP= 0.00E+00 SK= 0.57E-05
bond charge predicted

N E dE d eps ncy rms rms(c)
CG: 1 -0.90226970E+04 -0.90227E+04 -0.32511E+00 96 0.935E +00
CG : 2 -0.90226997E+04 -0.27335E-02 -0.26667E-02 109 0.957 E-01
CG : 3 -0.90226998E+04 -0.23857E-04 -0.23704E-04 57 0.741E -02  0.455E-01
CG : 4 -0.90226994E+04 0.34907E-03 -0.15696E-03 97 0.150E- 01 0.121E-01
CG : 5 -0.90226992E+04 0.22898E-03 -0.54745E-04 75 0.915E- 02 0.327E-02
CG: 6 -0.90226992E+04 0.13733E-04 -0.50646E-05 49 0.395E- 02

2 T= 1984, E= -90209039E+04 F= -.90226992E+04 EO= -.902194 55E+04
EK= 0.17948E+01 SP= 0.42E-03 SK= 0.37E-04

The full output can be found in the file OSZICAR.réf4.3.
If the output is correct, you might move bench.Hg.tar  (this is a small benchmark indicating the performance of the
machine).

gunzip <bench.Hg.tar.gz | tar -xvf -
directory_where_VASP_resides/vasp # this command will ta ke 4-60 minutes
grep LOOP+ OUTCAR

The benchmark requires 50 MBytes, and takes between 4-G8@tesint is best if the machine is idle, but generally resaiés
also useful if this is not the case. Mind that the last Typiedlies for LOOP+ are shown indicated in Section 3.8. Theuwdutp
produced by this run can be found in the OSZICAR .ref file (8T8&/ASP.4.4.3) in the tar file.

3.3 Compiling and maintaining VASP

There are two directories in which VASP residessp.4.ib  holds files which change rarely, but might require consiolera
changes for supporting new machinessp.4.x  contains the VASP code, and changes with every update.
There are also several utility and maintenance progranmis#imebe found in theasp.4.x  directory for instance the

> makeparam
utility. These files ar@otautomatically created and must be compiled by hand, foants typing
> make makeparam

in thevasp.4.X directory.

3.4 Updating VASP

Connect to the server and get the latessip.4.X. X tar.gz file. Uncompress the *.Z of *.gz files using uncompress or
gunzip. Untar theasp.*.tar ~ file using

tar -xvf vasp.X.X.X.tar

Mind: Make sure that you have removed or renamed the old #asplirectory. Unpacking the latest version into an exigtin
vasp.4.x directory will usually cause problems during cdatipn. Then proceed as described above.
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3.5 Pre-compiler flags overview, parallel version and Gammaoint only version

To support different machines and different version VASséheavily on the C-pre-compiler (cpp). The cpp is usedeaie
* f files from the *.F files. Several flags can be passed to tipetoenerate different versions of the *.f files: Followinggb
are currently supported:

single BLAS single precision BLAS/LAPACK calls

vector compile vector version

essl use ESSL call sequence for DSYGV
NGXhalf charge density  reduced in X direction
NGZhalf charge density  reduced in Z direction
wNGXhalf gamma point only reduced in X direction
WNGZhalf gamma point only reduced in Z direction
NOZTRMM do not use ZTRMM

REAL _to DBLE change REAL(X) to DBLE(X)

VASP.4 only:

debug gives more information during run
noSTOPCAR do not re-read STOPCAR file

F90_T3D compile for T3D

scaLAPACK use scaLAPACK (parallel version only)
T3D_SMA use shmem communication on T3D instead of MPI
MY_TINY required accuracy in symmetry package
USE_ERF use intrinsic error function of cray mathlib
CACHE_SIZE cache size used to optimise FFT's

MPI compile parallel version

MPI_CHAIN serial version with nudged chain support (not sup ported)
pro_loop uses DO loops instead of DGEMV
use_collective use collective MPI calls (VASP.4.5)
MPI_BLOCK block the MPI calls (VASP.4.5)

WAVECAR_double

use double precision WAVECAR files (VASP.4 .5)

These flags are usually defined in the makefile incfipeline with

-Dflag

Most of these flags are set properly in the platform dependekefiles, and therefore most users do not need to modify.them
To generate the parallel version however, modification efrttakefiles are required. Most makefiles have a sectionrgjarti

with

#

#MPI VERSION

#

ks

If the the comment sign#’ is removed from the following lines, the parallel versidhvasp is generated. Please mind, that if
you want to compile the parallel version, you should eithartgrom scratch (by unpacking VASP from the tar file) or type

> touch *.F
> make vasp

Finally, there are two flags that are of importance for theisdirs. IfwNGXhalf is set in the makefile, a version of VASP
is compiled that works at thie-point only. This version is 30-50% faster than the standardion. For the compilation of a
parallel -point only version, the flagNGZhalf instead ofwNGXhalf must be set. Again it must be stressed, that if one of
these flags is set in the makefile, all Fortran files must bemeded. This can be done by unpacking the tar file or typing

touch *.F
make vasp

In the following section all pre-compiler flags are brieflysdabed.

3.5.1 singleBLAS

This flag is required, if the code is compiled for a single @O machine. In this case, the single precision version of
BLAS/LAPACK calls are used. Use this flag only on CRAY vectonguters.
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3.5.2 vector

This flag should be set, if a vector machine is used. In this,a@tain constructions which are not vectorisable arelado
resulting a code which is usually faster on vector machines.

3.5.3 essl

Use this flag only if you are linking with ESSheforelinking with LAPACK. ESSL uses a different calling sequerfoe
DSYGV than LAPACK. (At the moment the makefile for the RS 600tk$ LAPACK before ESSL, so this flag is not
required).

3.5.4 NOZTRMM

If the LAPACK is not well optimised, the call to ZTRMM shoulcebavoided, and replaced by ZGEMM. This is done by
specifying NOZTRMM in the makefile.

3.5.5 REAL_to_DBLE (VASP.3.X only)

This flag results in a change of all REAL(X) calls to DBLE(X)llsaand is only required on SGI machines. On SGI machines
the REAL call isnot automatically augmented to the DBLE call if the auto-dowdepiler flag (-r8) is used. This flag is no
longer required in VASP.4.

3.5.6 NGXhalf, NGZhalf

For charge densities and potentials, half the storage caausal if one of these flags is used, since
Ag=A, and A=A

To use a real to complex FFT you must specify -DNGXhalf fordbdal version and -DNGZhalf for the parallel version. If
-DNGXhalf is specified for the serial version the real to céemd-FT is "simulated” by a complex to complex FFT.
Mind: If this flag is changed in the makefile, recompile all files. This can be done typing

touch *.F
make vasp
3.5.7 wNGXhalf, wWNGZhalf

At theI"-point half the storage for the wavefunctions can be savededfof these flags is used because
Cq=C; and G =Cf

To use a real to complex FFT you must specify -DwWNGXhalf fa serial version and -DwNGZhalf for the parallel version.
If -DWNGXhalf is specified for the serial version the real ntplex FFT is "simulated” by a complex to complex FFT.
Mind: If this flag is changed in the makefile, recompile all files. This can be done using

touch *.F
make vasp

It is a good idea to compile the-point only version in a separate directory (for instancepvgamma). Copy all files from
vasp to vasggamma, copy makefile.machine to makefile, and edit the makéfidd the wNGXhalf (or wNGZhalf) flag to
the cpp line.

CPP = .. cpp ... -DNGXhalf -DwNGXhalf ...

Usually thel -point only version is 2 times faster than the conventiomakion.

3.5.8 debug

Defining debug gives more information during a run. The addil information is written to stderr and might help to figur
out where the program crashes. Mind, that the use of a debigyggually much faster for finding errors, but on some parall
machines, debuggers are not fully supported.
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3.5.9 noSTOPCAR

Specifying this flag avoids that the STOPCAR file is read ahedectronic iteration. This step is too expensive on vesy fa
machines with slow 10-subsystems (like T3D, T3E or FujitdeRy. Mind that LSTOP = .TRUE. is still supported (i.e. it is
possible to break after electronic minimisation).

3.5.10 FOQT3D

Compile for the T3D, this has only minor effects, for instarsome compiler directives like
IDIR$ IVDEP

are changed to

IDIR$

The first directive is required on a Cray vector machines @oract vectorisation, but it gives a warning on the T3D.

In addition the STOPCAR file will not be read on the T3D in eaeldtion (see previous subsection) because re-reading
the STOPCAR file is too expensive (0.5-1 sec) on a T3D. The R3D flag must also be specified if the scaLAPACK flag is
used on the T3D, since the T3D requires that some arrayslaoatd in a special way (shmeme-allocation).

3.5.11 MY_TINY

In VASP, the symmetry is determined from the POSCAR file. InNS¥4.4, the accuracy to which the positions must be
correctly specified in the POSCAR can be customised onlyndurompile time using the variable MYINY. Per default

MY _TINY is 10~ 6 implying that the positions must be correct to within arddrdigits. If positions are not entered with the
required accuracy VASP will be unable to determine the sytnmggoup of the basis.

3.5.12 avoidalloc

If -Davoidalloc is set in the makefile, ALLOCATE and DEALLOCATE sequencies avoided in some performance sensi-
tive areas. Notably under LINUX ALLOCATE and DEALLOCATE issv, and hence avoiding it improves the performance
of some routines by roughly 10%.

3.5.13 praloop

If -Dpro _loop is set in the makefile, some DGEMV and DGEMM calles are repldmye DO loops. This improves the
performance of the non local projector functions on the Sher machines do not benefit.

3.5.14 WAVECAR_double

VASP.4.5 only.
If -DWAVECARIouble is set in the makefile, the WAVECAR files are written with dailprecision accuracy, in a fully
compatible manner to VASP.4.4. The default in VASP.4.5ngk& precision.

3.5.15 MPI

If this flag is set, the parallel version is generated. It isessary to recompile all fileso(ich *.F ). The parallelisation
requires that MPI is installed on the machine and the pathefibraries must be specified in the makefile.

There is one minor “technical” problem: MPI requires an udg file mpif.h, which is sometimes y not F90 free for-
mat conform-able (CRAY is one exception). Therefore théuide file mpif.h must be copied to the directory VASP.4 and
converted to f90 style and named mpif.h. This can be dongyukimfollowing lines:

> ¢p ...mpi.../include/mpif.h mpif.h
> [convert mpif.h

The convert utility converts a F77 fortran file to a F90 freerat file and is supplied in the VASP.4 directory. (On mostyCra
T3E this is for instance not required, and mpif.h can be faarzhe of the default include paths).
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3.5.16 MPLCHAIN

Using this flag a version is compiled which supports the nddgastic band method. Thepif.h file must be created in the
same way as explained above. Most files will be compiled irsirae way as in the serial version (for instance no parallel
FFT support is required). In this case each image, must rusnerand only one node, the tag IMAGES must be set to the
number of nodes:

IMAGES = number of nodes

This version is as fast as the serial version (and thus ysizatter than the full MPI version), and can run very efficigion
clusters of workstation.
VASP.4.4 and VASP.4.5 currently do not support this flaggngp

3.5.17 usecollective

In VASP.4.5, the MPI version of VASRvoidscollective communication, since they are very ineffcignthplemented in

the public domain MPI packages, such as LAM or MPICH. On the S@gins and on the T3E, on the other hand the
collective MPI routines are highly optimised. Henee _collective ~ should be specified on these platforms, and whenever
the collective MPI routines were optimised for the arcHitiee.

3.5.18 MPILBLOCK

Presently VASP breaks up immediate MPI send (N#eind) and MPI receive (MBFecv) calls using large data blocks into
smaller ones. We found that large blocks cause a dramatidwidth reduction on LINUX clusters linked by a 100 Mbit
and/or Gbit Ethernet (all Kernels, all mpi versions inchgli2.6.X Linux kernels, lam.7.1.1MPI_BLOCKdetermines the
block size. Ifuse _collective is used,MPI_BLOCKis used only for the fast global sum routine (search fasinfd in
mpi.F).

3.5.19 T3DSMA

Although VASP.4 was initially optimised for the T3D (and T@Ehe support for shmem communication is now only very
rudimentary, and might not even work. To make use of the efficT3D (T3E) shmem communication scheme, specify
T3D_SMA in the makefile. This might speed up communication by up factor of 2. But, mind that this can also cause
problems on the T3E if VASP is used with data-streams:

export SCACHE_D_STREAMS=1

The default makefile on the T3E, therefatees not use the optimised communication routibesause performance im-
provements due to data-streams are usually more impohantdptimised communication (it is thus safe to switch omdat
streaming on the T3E typing i.export SCACHE _D_STREAMS=].

3.5.20 scalLAPACK

If specified, VASP will use scaLAPACK instead of LAPACK fordh.U decomposition (timing ORTHCH) and diagonalisa-
tion (timing SUBROT) of the sub space matriXyGndsx Nbandd. These operations are very fast in the serial version (2%6) b
become a bottleneck anassively parallemachine for systems with many electrons. If scaLAPACK isdlied onmassively
parallel machine use this switch (T3E, SGI, IBM SPX). scaLAPACK carubed on the T3E starting from programming
environment 3.0.1.0. (3.0.0.0 does for instance not offerrequired routines). On the T3D (but not T3E) the additiona
switch

-DT3D_SCA

must be specified, at least for the scaLAPACK version we hased (the T3D scaLAPACK is not compatible to standard
scaLAPACK routines).

On slow networks and PC clusters (100 Mbit Ethernet and ev@bifiEthernet), it ismot recommended to use scalLA-
PACK. Performance improvements are small or scaLAPACK &neslower than LAPACK. If you still want to give it a
try, please download the required source files framw.netlib.org/SCALAPACK . Compilation is fairly straightforward, but
requires familiarity with MPI, Fortran, C and UNIX makefiléalways make sure that the underlying BLACS routines are
working correctly !).

ScalLAPACK can be switched of during runtime by specifying

LSCALAPACK = .FALSE.



3 THE INSTALLATION OF VASP 23

in the INCAR file. Use this as a fallback, when you encountebf@ms with scaLAPACK. Furthermore, in some cases, the
LU decomposition (timing ORTHCH) based on scaLAPACKslewerthan the serial LU decomposition. Hence it also is
possible, to switch of the parallel LU decomposition by $fyég

LSCALU = .FALSE.
in the INCAR file (the subspace rotation is still done withls&RACK in this case).

3.5.21 CRAY.MPP

We encountered several problems with the MPI version of VA3Pon the CRAY J90. FirsMPI_double _precision
(MPI_double _complex ) must be changed tdPI_real (MPI_complex ). Second the reading of the INCAR file must be se-
rialised (i.e. only one node can do the reading at a time).niefiCRAY_MPP in the makefile fixes these problems. But
we are not yet sure whether this flag is required on all CRAY Mi&thines or not. Any information on that would be
appriciated.

3.6 Compiling VASP.4.X, f90 compilers

Compilation of VASP.4.X is not always straightforward, base f90 compilers are in general not very reliable yet. Nivad
the include file mpif.h must be supplied in f90 style for thenglation of the parallel version (see Section 3.5.15).eHsra
list of compilers and platforms and the kind of problems weehdetected, in some cases more information can be found in
the relevant makefiles:
e CRAY C90/390

No problems, but compilation (especially of main.F) tak&sg time. If there are time-limits the f90 compiler might be
killed during compilation. In that case a corrupt .o file rénsaand must be removed by hand. If the last file compiled
was for instanceonl.F , the user must logout, login again and type

rm nonl.o

before typingnake again.

e |IBM RS6000, IBM-SP2

All compiler versions starting from 3.2.5.0 work correcfigcluding xIf90 4.X.X). Compiler version 3.2.0.0 will not
compile the parallel version correctly, but the serial isrshould be fine. One user reported that the version 3.2.3.0
compiles the parallel version correctly if the option -qdds used.

On some systems the file mpif.h is located in the default ohelsearch path. Copying the mpif.h file to the local
directory and converting it to f90 style does not work (besmathe system wide mpif.h file is always included). One
solution is to rename the mpif.h file to mpif90.h. If the newimqutines (parallehew.tar) are used only the line

INCLUDE "mpif.h"
must be changed to
INCLUDE "mpif90.h"

in the filepm.inc .
(use Islpp -L — grep xIf to find out the current compiler vergio

o SGI
On some SGI’s the option -64 must be changed to -n32 in the fitedkef VASP.4.X and VASP.lib (O2 for instance).

Power Fortran 90, 7.2 on irix 6.2 works correctly. Older i@nstend to crash whenompilingmain.F, in particular
compiler version Fortran 90, 6.3 and 7.1 will not work.

(use versions — grep f90 to find out the current compiler warsi

e DEC

The compiler version DIGITAL Fortran 90 V5.0-492 and V5.2wuile VASP.4.X correctly. Older compiler releases
and release V5.1 do not compile VASP, and require a compiarfupgrade.
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e T3D

No problems, but compilation (especially of main.F) tak&sg time. If there are time-limits the f90 compiler might be
killed during compilation. In that case a corrupt .o file rénsaand must be removed by hand. If the last file compiled
was for instanceonl.F , the user must logout, login again and type

rm nonl.o

before typingmake again. Do not forget to upload all required modules befoagtisiy compilation. This is usually
done in the profile, on the U.K. T3D the following modules minstinitialised:

if [ -f /opt/modules/modulesfinit/ksh ] ; then
# Initialize modules
. lopt/modules/modules/init/ksh
module load modules PrgEnv

fi

VASP supports only the newest “alpha” scaLAPACK releasenenli3D (on the T3E PrgEnv 3.0.1.0 must be installed),
and VASP willnotwork correctly with the scaLAPACK version supplied in thiedci.a (libsci.a contains only a down-
scaled scaLAPACK version, supporting very limited funotibity). If you do not have access to this alpha release you
must switch of the scaLAPACK (see Sec. 3.5.20).

e T3E
The compiler versions 3.0.1.0 (and newer) should compéectide correctly and without difficulties.

It might be necessary to change the makefiles slightly: OhDRES-T3E the cpp (C-preprocessor) was located in the
directory /usr/lib/make/ , it might be necessary to change this location (line CPP énntiakefiles) on other T3E
machines.

For best performance one should also allow for hardwaresiegaming on the T3E, this can be done using

export SCACHE_D_STREAMS=1

beforerunning the code. The performance improvements can be up to 30%. Biitawe to point out that the code
crashed from time to time if the switch T3BMA is specified in the makefile. Therefore in the default nfidde
T3D_SMA is currently not specified (and the optimised T3D/T3E owmication routines are not used). If the com-
munication performance is very important, THMA can be specified in the makefile, but then it might be resglio
switch on data streaming explicitly of by typing:

export SCACHE_D_STREAMS=0

e LINUX

Reportedly the NAG compiler NAGWare f90 compiler Versio2(260) can compile the code. We do not have access
to this version, so that we can not help if problems are eepedad with NAG compilers under LINUX. Please also
check the makefiles before attempting the compilation.

At present we support the Portland Group F90/HPF (PGI) sTestthe Absoft f90 compiler have shown that the code
generated by the PGI compiler is 10-30% faster. The makditate PGI f90 compiler have the extensionx _pg.
Release 1.7 and 3.0.1 have been tested to date, the resaltiadnas the same speed for both releases. For more details
please check the makefile.

3.7 Performance optimisation of VASP

For good performance, VASP requires highly optimised BLAStines. This package can be retrieved from many public
domain servers, for instance ftp.netlib.org. Most macksimgpliers also offer optimised BLAS packages. BLAS rowdiage
for instance part of the following libraries:



3 THE INSTALLATION OF VASP 25

libessl (on IBM)

libcxml (on DEC ALPHA)

libblas (available from SGI)

libmkl (available from INTEL)

libgoto (P4/Athlon http://www.cs.utexas.edu/users/kgo to/signup_first.ntml)

These packages reach peak performance on most machines u@ftops). Whenever possible one should obtain these
routines from the manufacturer of the machine. As an altemzone can install the public domain versions but thishhig
slow down VASP by a factor of 1.5 to 2 for very large systems.

If possible, an optimised LAPACK should also be installeith@ugh this is less important for good performance. All
required LAPACK routines are also available in the files Viilsfiapack double.f. If optimised LAPACK routines are not
available, it is often possible to improve performancetgligby specifying -DNOZTRMM (see section 3.5.4) in the miillee
The can be determined, using a large test system (for instamaech.Hg.tar) and running with IALGO=-1 specified in the
INCAR file. The only timing influenced is ORTHCH.

Of considerable importance is in addition the performarfcd® FFT routines. VASP is supplied with routines written
and optimised by J. Furthiitler (it is a version of Schwarztrauber's multiple sequeR€T, supporting radices 2,3,4,5 and
7). On most machines these routines outperform the manméactupplied routines (for instance CRAY C90, SGI, DEC). It
is possible to optimise these routines by supplying an ewtdit flag to the pre-compiler

-DCACHE_SIZE=XXXXX

The following values resulted in optimal performance:

IBM -DCACHE_SIZE=32768
73D -DCACHE_SIZE=8000
DEC ev5 -DCACHE_SIZE=8000
LINUX -DCACHE_SIZE=16000

CACHE_SIZE=0 has a special meaning. It performs the FFT'’s in x andrgction plane by plane, increasing the cache
consistency on some machines. So it is worthwhile trying $ieitting as well. After changing CACHE&IZE in the makefile
fft3dfurth must be touched

touch fft3dfurth.F

and vasp recompiled. On vector computers CACHEE should be set to 0. It is also worthwhile increasing thnsisation
level for these routines (but in our tests we have never feusignificant performance improvement).

There are a few other routines which might benefit from higiptimisation: Most important are nonl.F and nonlr.F. Tests
for these routines can be done with bench.Hg.tar and IALAGOEer LREAL=.TRUE. the timings for RPRO and RACC
(nonir.F) are affected, whereas for LREAL=.FALSE. the tigs for VNLACC and PROJ (nonl.F) are affected. In particular
one can try to seDavoidalloc  in the makefile (see Sec. 3.5.12). In this case ALLOCATE andDEDCATE sequencies
are avoided in some performance sensitive areas. NotatgritNUX, ALLOCATE and DEALLOCATE is slow, and hence
avoiding it, improves the performance of nonlr.F by roughD#6 (presently this option is selected on all Linux platfeym

3.8 Performance profile of some machines, buyers guide

3.9 Performance of serial code

The benchmark numbers given here have been measured usngtatark designed to mimic the behavior of VASP. Three
separate programs make up the benchmark. The first one rasasatrix-matrix performance (Lincom-TPP), the second one
matrix-vector performance (matrix-vec) and the final oreeggerformance of 3d-FFT’s (fft). The mixture of all three ts&s
supposed to be similar to what one would encounter, whenlatng a large system (40-100 transition metal atoms). For
the matrixx matrix performance DGEMM is used, for matkxvector DGEMYV, do-loops, or DGEMM results are reported
(depending one where the machine scores highest). Therftthibearks either use an optimized routine supplied by the
manufacturer, or a routine written and optimized by J. Ruiiter

The table also shows the timings for thench.Hg.tar  andbench.PdO benchmarks, which are located on the VASP
server in the src directory (bench.Hg.tar.gz and bench-f2d@z). The shown numbers are those written in the lineOE3”
in the OUTCAR file (typegrep 'LOOP+ OUTCAR).

You can test your own machine by compilifitest ~ anddgemmtest in the VASP.4.X (X>3) directory, and typing

dgemmtest <lincom.table
dgemmtest <rpro.table
ffttest



3 THE INSTALLATION OF VASP 26

This will execute the tests “Lincom-TPP”, “matrix-vec” afifft” in this order (serial version only). Note that the pesg
algorithms make the matrix-vector part less important ttemnsynthetic mix of “Lincom-TPP”, “matrix-vec” and “fft"In
addition for the bench.Hg benchmark, the performance ofih&rix-matrix part plays a more significant role than in the
synthetic benchmark.

Currently, all high performance machines run VASP fairlyllw&€he cheapest option (best value at lowest price) are
presently AMD Athlon-64 based and Intel P4 PC’s. For contgfawe recommend the ifc compiler. Which processor (clock
speed) to buy depends a little bit on the budget and the &laitpace. If you need a high packing density, dual Opteron
machines are a good option. IBM Power 4 based machines,lfatelim (SGI Altix, HP-UX) remain competitive, but at a
somewhat steeper price than PC’s.
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IBM RS6000 [IBM RS6000 IBM RS6000 IBM RS6000 IBM RS6000 IBM SP3
590 3CT 595+ 595+ 397 High Node
lincom-TPP(Mflops) 245 237 389 389 580 1220
matrix-vec(Mflops) 110 73/128 110 110 300 300/400
Lincom-TPP 40.6 s 42.7s 25.0s 21.4s 17.8s 8.4s
matrix-vec 32.3s 40.4 s 32.3s 194s 15.3s 12.1s
fft 31.4s 35.0s 24.0s 17.3s 14.4 s 51s
TOTAL 103 s 117 s 81.3s 58.3s 475s 26.8s
RATING 1 0.9 1.3 1.8 2.2 3.8
bench.Hg 1663 1920 1380 1000 809 356
IBM RS6000 IBM SP4 ITANIUM 2 ITANIUM 2 Altix 350 Altix 3700 Bx2
590 1300 1300 1600 1600
HP-UX LINUX SUSE SLES9 SUSE SLES 9
lincom-TPP(Mflops) 245 3100 5000 4300 5932 6129
matrix-vec(Mflops) 110 600/800 1200/2300 1200/1500 1378/2021 1/2635
Lincom-TPP 40.6s 3.2s 20s 2.3s 1.7s 1.7s
matrix-vec 32.3s 6.0s 2.3s 26s 3.1s 19s
fft 314s 2.8s 1.7s 2.1s 1.1s 1.1s
TOTAL 103 s 12.0s 6.0s 7.2s 59s 4.7s
RATING 1 8.5 16.3 14.8 17.5 21.9
bench.Hg 1663 181/50 127 135 81 76
bench.PdO 4000/1129 2758 2900 1733 1625/450
SGI SGI SUN DEC-SX DEC-LX
Power C. Origin USparc 366 ev5/530 ev5/530
lincom-TPP(Mflops) 300 430 290 439 650
matrix-vec(Mflops) 38 100/150 42/65 74/108 67/100
Lincom-TPP 32.0s 22.0s 19.7s 21.8s 14.3s
matrix-vec 90.2s 31.0s 59s 40.3s 48.8 s
fft 41.0s 17.0s 24's 26.1s 17.8s
TOTAL 163 s 70s 111s 90s 81s
RATING 0.64 1.47 0.9 1.12 1.3
bench.Hg 2200/653 1200/330 1660 1424 1140
DS20 DS28 DS20¢ UP2000 UP2009 UP 1000
ev6/500 ev6/500 ev6/666 ev6/666 ev6/666 ev6/600
lincom-TPP(Mflops) 800 1000 1200 1100 1100 800
matrix-vec(Mflops) 135/200 135/200 135/200 170/260 140/200
Lincom-TPP 12.0s 10.6s 8.4s 9.3s 9.0s 11.4s
matrix-vec 19.8s 20.8s 17.6s 179s 17.1s 30.0s
fft 9.8s 8.6s 6.7s 85s 7.7s 109s
TOTAL 414s 40.0s 33.7s 35.7s 34s 52s
RATING 2.4 2.6 3.1 2.8 3.0 2.0
bench.Hg 546 536 385 465 453 786
bench.Hd 584 564 395 516 485
bench.PdO 10792 8151
CRAY T3D" CRAY T3E" CRAY T3E" CRAY CRAY VPP
ev4 evb 1200 C90 J90 500
lincom-TPP(Mflops) 96 400 579 800 188 1500
matrix-vec(Mflops) 28/42 101 101 459 50 600
lincom-tpp 99.5s 25s 16.5s 12.0s 53s 7.1s
matrix-vec 110.0s 33s 33s 8.3s 74's 50s
fft 174.0s 42's 34s 6.9s 43 s 5.4s
TOTAL 400 s 100s 100 s 27.2s 170s 175s
RATING 0.25 1.0 1.2 4.1 0.6 6.5
bench.Hg 639 420+ 220
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LINUX Xeon GX Xeon GX Pl BX Pl BX Pl
based PC’s 450 550/512 450 500 700c
lincom-TPP(Mflops) 268 378 303 324 500
matrix-vec(Mflops) 70/100 90/120 80/105 90/118 90/118
Lincom-TPP 36s 27.3s 34.0s 329s 29.6s
matrix-vec 44 s 37.1s 43.2s 419s 30.0s
fft 27s 22.4s 26.6s 246s 25.1s
TOTAL 107 s 87s 104 s 100 s 84s
RATING 1 1.18 1.0 0.9 0.9
bench.Hg 1631 2000 1866 1789
LINUX ** Athlon Athlon Athlon Athlor¥ AthlonX AthlonX
based PC’s 550 TB 800 TB 850 TB 850 TB 900 1200
lincom-TPP(Mflops) 700 770 800 850 890 1100
matrix-vec(Mflops) 100/142 115/190 115/190 130/210 120/200 200/300
Lincom-TPP 16.8s 12.8s 12.3s 11.6s 11.3s 8.6s
matrix-vec 30.6s 26.3s 25.8s 22.6s 246 s 18.7 s
fft 19.5s 18.7 s 18.0s 17.3s 14.0s 10.9s
TOTAL 67s 57.8s 56s 515s 50s 38.3s
RATING 15 1.8 1.8 2.0 2.1 25
bench.Hg 1350 s 1131s 1124 s 1045 s 959s 818 s
LINUX Athlon’ Athlon' Opteror Opterorf Opteroff Opteror?
based PC’s 1400 XP/190¢ 244 246 250 246
SDRAM DDR 32 bit 32 bit 32 bit 64 bit
lincom-TPP(Mflops) 1200 2200 2900 3300 3800 3300
matrix-vec(Mflops) 200/300 230/370 650/850 700/950 750/1050 700/95
Lincom-TPP 59s 49s 35s 3.1ls 2.7s 3.2s
matrix-vec 17.3s 13.1s 54s 4.3s 4.2s 39s
fft 9.8s 73s 3.3s 30s 26s 26s
TOTAL 39.3s 25.3s 12.2 104s 95s 9.8s
RATING
bench.Hg 644 455 248 203 177 211
bench.PdO 8412 4840 4256 3506 4172
LINUX ** Ath-64
based PC’s 3700+
DDRAM
lincom-TPP(Mflops) 3400
matrix-vec(Mflops) 700/1050
Lincom-TPP 29s
matrix-vec 43s
fft 2.6s
TOTAL 9.8s
RATING
bench.Hg 173
bench.PdO 3550
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LINUX p4! XEON! XEON! XEON! P4 nrthv P4 nrthw
based PC's 1700 2400 2800 2800 3200 3400

RAMBUS RAMBUS RAMBUS DDR FSB 800 FSB 800
lincom-TPP(Mflops) 2000 3030 4100 4200 4700 5400
matrix-vec(Mflops) 422/555 600/750 566/880 650/950 890/1300 1300/1
Lincom-TPP 55s 35s 2.6s 25s 2.3s 20s
matrix-vec 7.6s 5.3s 5.6s 50s 39s 3.8s
fft 75s 49s 3.1s 29s 26s 24s
TOTAL 20.6s 13.7s 11.3s 10.5s 8.8s 82s
RATING 5 7.5 9.4 10 11.7 125
bench.Hg 384 298 226/94 208/85 175 165
bench.PdO 7600 6335 4790/1801  4542/1787 3784 3250
LINUX P4 pre& P4 pres P4 prek P4 9405 P4 9405
based PC’s 3200 3400 3400 2x3200 2x3200

FSB800/DDR1 FSB800/DDR2 FSB800/DDR2 FSB800/DDR2 FSB800/DDR2

lincom-TPP(Mflops) 5200 5200 5200 5500 5500
matrix-vec(Mflops) 1000/1300 1000/1300 1000/1300 1100/1400 /1200
Lincom-TPP 2.0s 20s 19s 19s
matrix-vec 3.1ls 3.1s 2.8s 28s
fft 20s 20s 1.8s 1.7s
TOTAL 71s 71s 71s 6.5s 6.5s
RATING 14.5 14.5 14.5 16.5 16.5
bench.Hg 148/47 144 129 129 111
bench.PdO 3224/939 2850 2580 2270

* VASP.4.4, hardware data streaming enabled; bench.Hg is runnidgodes, all other data per node

++ system equipped with 2 (first) or 4 (second) memory boards.

* second value is for 4 nodes

** all Athlon results use the Atlas based BLAS (http://www.netlib.org/atlas/)

X pgfa0 -tp athlon, Atlas optimised BLAS for TB, 133 MHz memory

1 benchmark executed twice on (dual processor SMP machines)

2 TRUE 64, other Alpha benchmarks were performed under LINUX

" Intel compiler, ifc, mkl performance lib on P4, Atlas on Athlon

AVIA KT 266A, other XP benchmarks performed with VIA KT 266

I Intel compiler, ifc7.1, libgotgp4.512-r0.6.s0 or libgotg4.1024-r0.96.s0 on P4 and libgatpt32-r0.92.s0 on Athlon, fftw.3.0.1
K Intel compiler, ifc7.1, libgotop4.1024-r0.96.50 on P4 or libgatmpt32-r0.92.s0 on Opteron, fftw.3.0.1 and -Disay.ptr
l'ia64, Intel compiler, ifc9.1, libgotprescott4p-r1.00.s0, fftw.3.1.2 and -Dusay.ptr

P pgi IMPORTANT: on ALPHA-LINUX the two options

export MALLOC_MMAP_MAX_=0
export MALLOC_TRIM_THRESHOLD_=-1

improve the performance by 10-20%!! NOTE: sometimes, the tables shoy different timings for similar machines with similar clock
rates. This is often related to an upgrade of the compiler or of the motretbo
3.10 Performance of parallel code on various machines

For historic reasons, we show the scaling of VASP.4 code T 8D. The system is |-Fe with a cell containing 64 atoms, the
I" point only was used, the number of plane waves was 12500 andutinber of included bands is 384.

cpu’s 4 8 16 32 64 128
NPAR 2 4 4 8 8 16
POTLOK: 11.72 596 298 164 084 044
SETDIJ: 452 211 117 061 036 0.24
EDDIAG: 7351 3545 19.04 10.75 584 3.63
RMM-DIIS: 206.09 102.80 52.32 28.43 1387 6.93
ORTHCH: 22.39 8.67 4.52 24 153 0.99
DOS: 0.00 0.00 0.00 0.00 0.00 0.00
LOOP: 319.07 155.42 80.26 44.04 2253 12.39
t/topt 100% 99% 90% 90% 80%
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VASP Scaling on NCSA Origin2000

Speed-Up and Efficiency vs. Number of CPUs
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Figure 1: Scaling for a 256 Al system.
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Figure 2: Scaling obench.PdO on a PC cluster with Gigabit ethernet.

The main problem with the current algorithm is the sub spatation. Sub space rotation requires the diagonalization o
a relatively small matrix (in this case 384384), and this step scales badly on a massively parallel imactiASP currently
uses either scaLAPACK or a fast Jacobi matrix diagonaigsascheme written by lan Bush (T3D, T3E only). On 64 nodes,
the Jacoby scheme requires around 1 sec to diagonalise thig,hat increasing the number of nodes does not improve the
timing. The scalLAPACK requires at least 2 seconds, and sPAOK reaches this performance already with 16 nodes.

Fig. 2 shows a more representative result on an SGI 2000 fbAR&toms. Up to 32 nodes an efficiency of 0.8 is found.
A similar efficiency can be expected on most current architeavith large communication band-width (Infiniband, Myet,
SGl etc.). On a Gibgabit ethernet based cluster, you carcegpeefficiency of up to 75 % for up to 16-32 cores.

The final figure Fig. 3 shows the scaling for an in-house statihe» art machine build by SGI (narwal). The nodes
are linked by a QDR Infiniband switch, and each node consfsdscores (with two Intel(R) Xeon(R) CPU E5540 CPU'’s,
2.53GHz). In this case, the RMM-DIIS algorithm shows verpd@arallel efficiency of 65 % from 16 to 256 cores. For the
Davidson algorithm, the parallel efficiency is only rougbly % from 16 to 256 cores.
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Figure 3: Scaling for a 512 atom GaAs system. Theoint only version was used and the total number of filled kaad
1024. The default plane wave cutoff of 208 eV was used. OthSR/settings areREC = A ; ISYM = 0 ; NELMDL = 5

; NELM = 8 ; LREAL = A . The left panel shows the timing for RMM-DIS8LGO = V), the right for DavidsonALGO =

N). The time for the 7th SCF step is reported.

4 Parallelization of VASP.4
4.1 Fortan 90 and VASP

VASP was widely rewritten to use the power and flexibility afrfFan 90. On passing one must note that performance was
not a high priority during the restructuring (although penfiance of VASP.4.x is usually better than of VASP.3.2). Tiriteen

aim was to improve the maintainability of the code. Subrmaigalls in VASP.3.2 used to have calling sequences of devera
lines:

CALL EDDIAG(IFLAG,NBANDS,NKPTS,NPLWV ,MPLWV,NRPLWV,
NINDPW,NPLWKP ,WTKPT,SV,CPTWFP,NTYP,NITYP,
NBLK,CBLOCK,A,B,ANORM,BNORM,CELEN,NGPTAR,
LOVERL,LREAL,CPROJ,CDIJ,
CQIJ,IRMAX,NLI,NLIMAX,QPROJ,CQFAK,RPROJ,CRREXP,CRE XP,
DATAKE,CPRTMP,CWORK3,CWORK4,CWORKS,
FERWE,NIOND,NIONS,LMDIM,LMMAX,
NPLINI,CHAM,COVL,CWORK2,R,DWORK1,NWRK1,CPROTM,NWRncpu)

Qo RO R0 Ro Ro Ro Ro

This was an outcome of not using any COMMON blocks in VASP.Bi2e to the introduction of derived types (or structures)
the same CALL consists now of only 2 lines:

CALL EDDIAG(GRID,LATT_CUR,NONLR_S,NONL_S,WUP,WDES, &
LMDIM,CDIJ,CQIJ, IFLAG,INFO%LOVERL,INFO%LREAL,NBLK,S V)

This adds considerably to the readability and structurihthe code. It is now much easier to introduce and support new
features in VASP. We estimate that the introduction of F3floed the time required for the parallelization of VASP from
approximately 4 to 2 months.
In VASP.3.2 work arrays were allocated statically and seMEQUIVALENCE statements existed to save memory. The
introduction of new subroutines requiring work arrays wiaggs extremely tedious. In VASP.4.x all work space is akec
on the fly using ALLOCATE and DEALLOCATE. This results in a siieacode, and makes the program significantly safer.
Finally VASP.4.x uses MODULES wherever possible. Therefiummy parameters are checked during compilation time,
making further code development easier and safer.

4.2 Most important Structures and types in VASP.4.2

VASP has still a quite flat hierarchy, i.e. the modularityted tode is not extremely high. But increasing the modulavayld
have required too much code restructuring and man powerwhis not available (the current code size is approximately
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50 000 lines, making a complete rewrite almost impossible).
Each structure in VASP.4 is defined in an include file:

base.inc lattice.inc  nonl.inc pseudo.inc
broyden.inc  mgrid.inc nonlr.inc setexm.inc
constantinc  mkpoints.inc  symbol.inc mpimy.inc
poscar.inc wave.inc

If one wants to understand VASP one should start with an axatioin of these files.

4.3 Parallelization of VASP.4.x

Once F90 has been introduce it was much easier to do theqieation of VASP. One structure at the heart of VASP is for
instance the grid structure (which is required to descrifa#ndnsional grids). Here is a slightly simplified versictloe
structure found in the mgrid.inc file:

TYPE grid_3d

lonly GRID
INTEGER NGX,NGY,NGZ I number of grid points in x,y,z
INTEGER NPLWV I total number of grid points
INTEGER MPLWV I allocation in complex words
TYPE(layout) . RC I reciprocal space layout
TYPE(layout) S\ I intermediate layout
TYPE(layout) © RL I real space layout

I mapping for parallel version
TYPE(grid_map) :: RC_IN I recip -> intermeadiate comm.
TYPE(grid_map) : IN_RL I intermeadiate -> real space comm.

TYPE(communic), POINTER :: COMM ! opague communicator

NGX, NGY, NGZ describes the number of grid points in x, y andraction, and NPLWV the total number of points (i.e.
NGX*NGY*NGZ). Most quantities (like charge densities) atefined on these 3-dimensional grids. In the sequentiaiorers
NGX, NGY and NGZ were sufficient to perform a three dimensidtal of quantities defined on these grids. In the parallel
version the distribution of data among the processors nisstlee known. This is achieved with the structures RL and RC,
which describe how data are distributed among processoesirand reciprocal space. In VASP data are distributechoolu
wise on the nodes, in reciprocal space the fast index is thte(dir x) index and and columns can be indexed by a pair (y,z).
In real space the fast index is the z index, columns are irttleyehe pair (z,y). In addition the FFT-routine (which penfs

lots of communication) stores all required setup data inrtvegping-structures called RIG! and IN_RL.

The big advantage of using structures instead of commorksélecthat it is trivial to have more than one grid. For
instance, VASP uses a coarse grid for the representatiomeatiltra soft wavefunctions and a second much finer grid for
the representation of the augmentation charges. Therefaragrids are defined in VASP one is called GRID (used for
the wavefunctions) and other one is called GRIDC (used ferailgmentation charges). Actually a third grid exists which
has in real space a similar distribution as GRID and in recal space a similar distribution as GRIDC. This third grid
(GRID_SOFT) is used to put the soft pseudo charge density onto thediid GRIDC.

VASP currently offers parallelization over bands and galiakation over plane wave coefficients. To get a best efficye
it is strongly recommended to use both at the same time. Im¥&smost algorithms support the over band distribution.

Parallelization over bands and plane wave coefficientsatdime time reduces the communication overhead signifycantl
To reach this aim a 2 dimensional cartesian communicatipolégy is used in VASP:

node-id's

0 1 2 3 bands 1,5,9,...
4 5 6 7 bands 2,6,10,...
8 9 10 11 etc.

12 13 14 15

Bands are distributed among a group of nodes in a round radshidn, separate communication universe are set
up for the communication within one band (in-band commuisca COMM_INB), and for inter-band communication
(COMM_INTER). Communication within one in-band communicatioowgp (for instance 0-1-2-3) does not interfere with
communication done within another group (i.e. 4-5-6-7)sTan be achieved easily with MPI, but we have also implestent
the required communication routines with T3D shmem comigation.

Overall we have found a very good load balancing and an exfsegood scaling in the band-by-band RMM-DIIS
algorithm. For the re-orthogonalization and subspacdiosta— which is required from time to time — the wavefunctions
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are redistributed from over bands to a over plane wave caaffidistribution. The communication in this part is by thayw
very small in comparison with the communication requirethmFFT'’s. Nevertheless subspace rotation on massivefjigar
computer is currently still problematic, mainly because dingonalization of the NBANDSNBANDS subspace-matrix is
extremely slow.

There are some points which should be noted: Parallelizatier plane waves means that the non-local projection oper-
ators must be stored on each in-band-processor groupddesrD-1-2-3 must store all real space projection opedafbings
means relatively high costs in terms of memory, and theegbarallelization over bands should not be done too exadgsiv
Having for instance 64 nodes, we found that it is best to geeea 8 by 8 cartesian communicator. Mind also that the hard
augmentation charges are always distributed over ALL naales if parallelization over bands is selected. This wasiite
using the previously mentioned third grid GRBOFT, i.e. this third helper grid allows one to decouple thespntation of
the augmentation and ultra soft part.

4.4 Files in parallel version and serial version

Files in the parallel version and serial version are fullynpatible, and can be exchanged freely. Notably it is pos4ibl
restart from an existing WAVECAR and/or CHGCAR file even iéthumber of nodes in the parallel version has changed.

But also mind, that the WAVECAR file is a binary file, and therefit can be transfered only between machines with a
similar binary floating point format (for instance IEEE stand format).

4.5 Restrictions in VASP.4.X and restrictions due to paraklization

In most respects VASP.4.X should behave like VASP.3.2. Hewe VASP.4.4, IALGO=48 was redesigned to work more
reliable in problematic cases. Therefore the iteratiotohysmight not be directly comparable. VASP.4.X also sutisdhe
atomic energies in each iteration, VASP.3.2 does not. Oga@dhis means that the energies written in eglelctronicstep
are not comparable.

The parallel version (i.e. if VASP is compiled with the MPId)ahas some further restriction, some of them might be
removed in the future:

Here is a list of features not supported by VASP.4.4 runnimg parallel machine:

e VASP.4.4 YASP.4.5 does not posses this restrictignThe most severe restriction is that it is not possible tangfe
the cutoff or the cell size/shape on restart from existingd®BAR file. This means that if the cell size/shape and or
the cutoff has been changed the WAVECAR should be removestdestarting the next calculation (actually VASP will
realize if the cutoff or the cell shape have been changed dhgraceed automatically as if the WAVECAR file does
not exist). The reason for this restriction is that the rdedag (i.e. the redistribution of the plane wave coefficgent
on changing the cutoff sphere) would require a sophistitageistribution of data and the required communication
routines are not implemented at present.

As a matter of fact, it is of course possible to restart witleaisting WAVECAR file even if the number of nodes has
changed. The only point that requires attention is that glmgnthe NPAR parameter might also effect the number of
bands (NBANDS). WAVECAR files can only be read if the numbdrsands is strictly the same on the file and for the
present run. In some cases, it might be required to set théauaf bands explicitly in the INCAR file by specifying
the NBANDS parameter.

e Symmetry is fully supported by the parallel version, BUT wavé used a brute force method to implement it. The
charge density is first merged from all nodes, then symnestriacally and finally the result is redistributed onto the
nodes. This means that the symmetrization of the chargetgevili be very slow, this can have serious impact on the
total performance.

In VASP.4.4.3 (and newer version) this problem can be redlbgespecifying ISYM=2 instead of ISYM=L1. In this case
only the soft charge density and the augmentation occupa@ece symmetrized, which results in precisely the same
result as ISYM=1 but requires less memory. ISYM=2 is the diéfar the PAW method.

e Partial local DOS is only supported with parallelizatioreoplane wave coefficients babt with parallelization over
bands. The reason is that some files (like PROCAR) have arratineplicated band-by-band layout, and it would be
complicated to mimic this layout with a data distributioreobands.

5 Files used by VASP

VASP uses a relatively large number of input and output files:
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INCAR in b
STOPCAR in

stout out

POTCAR in b
KPOINTS in b
IBZKPT out
POSCAR in b
CONTCAR out
EXHCAR in (should not be used in VASP.3.2 and VASP.4.x)
CHGCAR in/out
CHG out
WAVECAR infout
TMPCAR infout
EIGENVAL out
DOSCAR out
PROCAR out
OSZICAR out

PCDAT out
XDATCAR out
LOCPOT out
ELFCAR out
PROOUT out

A short description of theses files will be given in the nexttss. Important input files — required for all calculatiorsre
marked with stars in the list, please check description amdents of these files first.

5.1 INCARfile

INCAR is the central input file of VASP. It determines 'whatdo and how to do it’, and contains a relatively large number
of parameters. Most of these parameters have conveniemtltiefand a user unaware of their meaning should not change
any of the default values. Because of the complexity of théAR file, we have devoted a section on its own to the INCAR
file (see section 6).

5.2 STOPCAR file
Using the STOPCAR file it is possible to stop VASP during thegpam execution. If the STOPCAR file contains the line
LSTOP = .TRUE.
than VASP stops at the neixnic step. On the other hand, if the STOPCAR file contains the line
LABORT = .TRUE.
VASP stops at the nexlectronicstep, i.e. WAVECAR and CHGCAR might contain non convergeslits. If possible use
the first option.

5.3 stdout, and OSZICAR-file

Information about convergence speed and about the cutegnisswritten to stdout and to the file OSZICAR. Always keep a
copy of the OSZICAR file, it might give important information
Typically you will get something similar to the followingles:

reading files
WARNING: wrap around errors must be expected
entering main loop
N E dE d eps ncg rms rms(c)

CG: 1 -13238703E+04  -132E+04 -934E+02 56 .28E+02
CG: 2 -13391360E+04  -152E+02 -982E+01 82 .54E+01
CG : 3 -13397892E+04 -653E+00 -553E+00 72 .13E+01 .14E+0 0
CG : 4  -13400939E+04  -304E+00 -.287E+00 84 .48E+00 .39E-0 1
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CG: 5 -13401306E+04 -366E-01 -322E-01 69 .35E+00 .17E-O0 1
CG: 6 -13401489E+04  -183E-01 -169E-01 75 .74E-01 .66E-O 2
CG: 7 -13401516E+04  -267E-02 -250E-02 68 .47E-01 .37E-0 2
CG : 8 -13401522E+04  -567E-03  -489E-03 53 .15E-01 .90E-0 3

1 F= -.13401522E+04 EO= -.13397340E+04 d E = -.13402E+04
trial: gam= .00000 g(F)= .153E+01 g(S)= .000E+00 ort = .000E +00
charge predicted from atoms
charge from overlapping atoms
N E dE d eps ncg rms rms(c)
CG : 1 -13400357E+04  -.134E+04 -926E+01 56 .97E+01

N is the number of electronic stefdSthe current free energgk the change in the free energy from the last to the current
step andd eps the change in the bandstructure enempg the number of evaluations of the Hamiltonian acting onto a
wavefunctionyms the norm of the residuunR(= H — eS¢ >) of the trial wavefunctions (i.e. their approximate errand
rms(c) the difference between input and output charge density.

The next line gives information about the total energy aftetaining convergence. The first values is the total freeggne
F (at this point the energy of the reference atom has beenasubtt) E0 is the energy fosigma— 0 (see section 7.4), ard
E is the change in the total energy between the current anashstep; for a static ruik is the entropy multiplied bgigma

For a molecular dynamics (IBRION=0 see section 6.22) this il is a little bit different:

1 T= 1873.0 E= -.13382154E+04 F= -.13401522E+04 EO= -.13397 340E+04
EK=  .19368E+01 SP= .00E+00 SK= .00E+00

T corresponds to the current temperatliEep the total free energy (including the kinetic energy of ithres and the energy
of the No thermostat)F andEO have been explaineK is the kinetic energySPis the potential energy of the Nes
thermostat an&K the corresponding kinetic energy.

Additional technical parameters and some status repartalso written to stdout.

5.4 POTCAR file

The POTCAR file contains the pseudopotential for each at@mécies used in the calculation. If the number of species is
larger than one simply concats the POTCAR files of the spe@rs UNIX machine you might type the line

> cat “Jpot/AIPOTCAR “/pot/C/POTCAR “Ipot/H/POTCAR >POT CAR

to concat three POTCAR files. The first file will correspondkte first species on the POSCAR and INCAR file and so on.
Starting from version VASP 3.2, the POTCAR file also contairisrmation about the atoms (i.e. there mass, their valence
the energy of the reference configuration for which the pspatential was created etc.). With these new POTCAR file it is
not necessary to specify valence and mass in the INCAR fitagl for the mass and valence exist in the INCAR file they
are checked against the parameters found on the POTCAR (ileramr messages are printed.

Mind: Be very careful with the concatenation of the POTCAR filess i frequent error to give the wrong ordering in the
POTCAR file!

The new POTCAR files also contains a default energy cutoffMAIX and ENMIN line), therefore it is no longer
necessary to specify ENCUT in the INCAR file. Of course theigah the INCAR file overwrites the default in the POTCAR
file. For POTCAR files with more than one species the maximutoft(ENMAX or ENMIN) are used for the calculation
(see Sec. 6.11). For more information about the supplieddugmtentials please refer the section 10.

5.5 KPOINTS file

The file KPOINTS must contain the k-point coordinates andgive or the mesh size for creating the k-point grid. In
vasp.5.2.12 the KPOINTS file may be missing, and the k-pgiacig can be supplied in the INCAR file instead (see
Sec. 6.4).

Two different formats exist:

5.5.1 Entering all k-points explicitly

In this format an explicit listing of all coordinates and bEtconnection tables for the tetrahedra — if one wants tohese t
tetrahedron integration methods — is supplied (the latéet gan be omitted for finite temperature—smearing methreets,
section 7.4). The most general format is:
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Example file
4

Cartesian
0.0 00 0.
0.0 00 05
00 05 05
05 05 05
Tetrahedra

1 0.183333333333333
6 1234

E R

The first line is treated as a comment line. In the second linemyust provide the number of k-points and in the third lina yo
have to specify whether the coordinates are given in caresi reciprocal coordinates. Only the first character othirel

line is significant. The only key characters recognized by VASP @, °'c’, 'K’ or 'k’ for switching to cartesian coordinates
any other charactewill switch to reciprocal coordinates. Anyway, write 'recocal’ to switch to reciprocal coordinates to
make clear what you want to use. Next, the three coordinatdgste (symmetry degeneration) weight for each k-points
follow (one line for each k-point). The sum of all weights rhost be one — VASP will renormalize them internally, only the
relative ratios of all weights have to be correct. In thepemtal mode the k-points are given by

R = X161 + X262 + X353

WhereBL,g are the three reciprocal basis vectors, ang are the supplied values. In the cartesian input format theikts
are given by

- 2T

k= ;(Xl,xzyxs)

The following example illustrates how to specify the kpsirithe unit cell of the fcc lattice is spanned by the following
basis vectors:

0 a/2 a/2
A= a/2 0 a2
a/2 a/2 0
the reciprocal lattice is defined as :
-1 1 1
218 = an 1 -1 1
alt 1

The following input is required in order to specify the highmsnetry k-points.

Point  Cartesian coordinates  Reciprocal coordinates

(units of 2pila) (units of b1,b2,b3)
G (0 0 0) (0 0 0 )
X (0 0 1) (1212 0 )
W (12 0 1) (12 3/4 1/4 )
K (3434 0 ) (3/8 3/8 34 )
L (1212 12) (1212 112 )

If the tetrahedron method is not used the KPOINTS file may dtet the list of coordinates. The tetrahedron method
requires an additional connection list for the tetrahebirahis case, the next line must start with T’ or 't’ signadjtthat this
connection list is supplied. On the next line after this wohline’ one must enter the number of tetrahedra and thenel
weight for a single tetrahedron (all tetrahedra must hages#ime volume). The volume weight is simply the ratio betwiken
tetrahedron volume and the volume of the (total) Brilloubme. Then a list with the (symmetry degeneration) weightthed
four corner points of each tetrahedron follows (four intsgehich represent the indices to the points in the k-posttgiven
above, 1 corresponds to the first entry in the lig¥arning In contrast to the weighting factors for each k-point yousinu
provide thecorrect’'volume weight’ and (symmetry degeneration) weight fortetatrahedron — no internal renormalization
will be done by VASP!

This method is normally used if one has only a small numberpdikts or if one wants to select some specific k-points
which do not form a regular mesh (e.g. for calculating thedsémicture along some special lines within the Brillouimep
section 9.3). Tetrahedron connection tables will rarelgiven 'by hand’. Nevertheless this method for providingkafioint
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coordinates and weights (and possibly the connectior) is&lso important if the mesh contains a very large numbdr of
points: VASP (or an external tool called 'k-points’) canahte regular k-meshes automatically (see next sectemgrting

an output file IBZKPT which has a valid KPOINTS-format. Foryéarge meshes it takes a lot of CPU-time to generate the
mesh. Therefore, if you want to use the same k-mesh verydrety do the automatic generation only once and copy the file
IBZKPT to the file KPOINTS. In subsequent runs, VASP can awitew generation by reading the explicit list given in this
file.

If the tetrahedron method is not used the KPOINTS file may dtet the list of coordinates. The tetrahedron method
requires an additional connection list for the tetrahebirahis case, the next line must start with T’ or 't’ signadjtthat this
connection list is supplied. On the next line after this ‘wohline’ one must enter the number of tetrahedra and thenael
weight for a single tetrahedron (all tetrahedra must hages#me volume). The volume weight is simply the ratio betwiken
tetrahedron volume and the volume of the (total) Brilloubme. Then a list with the (symmetry degeneration) weightthed
four corner points of each tetrahedron follows (four intsgehich represent the indices to the points in the k-postigiven
above, 1 corresponds to the first entry in the ligfarning In contrast to the weighting factors for each k-point yousinu
provide thecorrect'volume weight’ and (symmetry degeneration) weight fortetetrahedron — no internal renormalization
will be done by VASP!

This method is normally used if one has only a few number obik{s or if one wants to select some specific k-points
which do not form a regular mesh (e.g. for calculating thedsémicture along some special lines within the Brillouimep
section 9.3). Tetrahedron connection tables will rarelgiven 'by hand’. Nevertheless this method for providingkaioint
coordinates and weights (and possibly the connection kstalso important if the mesh contains a very large numbler of
points: VASP (or an external tool called 'k-points’) canaahte regular k-meshes automatically (see next sectEmgrgting
an output file IBZKPT which has a valid KPOINTS-format. Foryéarge meshes it takes a lot of CPU-time to generate the
mesh. Therefore, if you want to use the same k-mesh very

5.5.2 Strings of k-points for bandstructure calculations

To generated “strings” of k-points connecting specific pof the Brillouin zone, the third line of the KPOINTS file ntus
start with an “L” for line-mode:

k-points along high symmetry lines
10 ! 10 intersections
Line-mode
cart
0 0 0 ! gamma
0 0 1 1IX

0 0 1 1IX
050 1 'W

050 1 !'w
0 0 1 ! gamma

VASP will generate 10 k-points, between the first and thesésoipplied point, 10 k-points between the third and thetfgur
and another 10 points between the final two points. The coates of the k-points can be supplied in cartesian (4th temtss
with ¢ or k) or in reciprocal coordinates (4th line startsha}:

k-points along high symmetry lines
10 ! 10 intersections

Line-mode

rec
0 0 0 ! gamma
05050 !X
05050 !X

05075025 'W

05075025 'W
0 0 0 ! gamma

This particular mode is useful for the calculation of batkgtures. When band structures are calculated, it is reduir
to perform a fully selfconsistent calculations with a fulpkint grid (see below) first, and to perform a non-selfcstesit
calculation next (ICHARG=11, see Sec. 6.15, 9.3).
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5.5.3 Automatic k-mesh generation

The second method generates k-meshes automatically, guidagonly the input of subdivisions of the Brillouin zomesiach
direction and the origin ('shift’) for the k-mesh. There #éineee possible input formats. The simplest one is only stpddy
VASP.4.5 and newer versions:

Automatic mesh

0 I number of k-points = 0 ->automatic generation scheme
Auto I' fully automatic
10 I'length (1)

As before, the first line is treated as a comment. On the selbam@ number smaller or equal O must be specified. In the
previous section, this value supplied the number of k-giatzero in this line activates the automatic generatioerseh
The fully automatic scheme, selected by the first charasttra third line ('a’), generates centered Monkhorst-Pack grids,
where the numbers of subdivisions along each reciprodiddatector are given by

Ny = max(L, | % [by| 4 0.5)
N2 = max(1,| * |ba| +0.5)
N3 = max(1,|  |b3| +0.5).
b; are the reciprocal lattice vectors, ajfil is their norm. VASP generates a equally spaced k-point gitial tive coordinates:

- - - -n
k=b1f1+b272—|—b3*3, NnN=0.,N—1 n=0.,No—1 n3=0...,N3—1
N1 ) N3

Symmetry is used to map equivalent k-points to each othechwdan reduce the total number of k-points significantiyefus
values for the length vary between 10 (large gap insulatord)100 (d-metals).
A slightly enhanced version, allows to supply the numbergtfe subdivision®N;, N, andN3 manually:

Automatic mesh

0 I number of k-points = 0 ->automatic generation scheme
Gamma I generate a Gamma centered grid

4 4 4 I subdivisions N_1, N_2 and N_3 along recipr. . vectors
0. 0. 0. I optional shift of the mesh (s 1, s 2, s 3)

In this case, the third line (again, only the first charactesignificant) might start with 'G’ or 'g’ —for generating mesh
with their origin at thel™ point (as above)— or 'M’ or 'm’, which selects the original Mkhorst-Pack scheme. In the latter
case k-point grids, witeven(mod(N;, 2) = 0) subdivisions are shifted off:

- n+1/2 - np+1/2 - n3+1/2
! /+b2 /+b33 /

k=b Ny 27N, Nz

The fifth line is optional, and supplies an additional shiftree k-mesh (compared to the origin used in the Gamma cehtere
or Monkhorst-Pack case). Usually the shift is zero, sineettfo most important cases are covered by the flags 'M’ or 'nv’,
'G’ or'g’. The shift must be given in multiples of the lengtlithe reciprocal lattice vectors, and the generated griesrem
('G’ case):

p_opMmM+S - M+ - M+
k=b b b .
1 Ny + 02 Ny +D3 N3

and ("M’ case):
R:Bln1+sl+1/2+62n2+32+1/2+53n3+%+1/2.
N1 N2 N3
The selection "M’ without shift, is obviously equivalent ¥8’ with a shift of 0.5 0.5 0.5, and vice versa.
If the third line does not start with 'M’, 'm’, 'G’ or 'g’ an akrnative input mode is selected. this mode is mainly for
experts, and should not be used for casual VASP users. Hereamprovide directly the generating basis vectors for the

k-point mesh (in cartesian or reciprocal coordinates). ifpat file has the following format:

Automatic generation
0

Cartesian

0.25 0.00 0.00

0.00 0.25 0.00

0.00 0.00 0.25

0.00 0.00 0.00
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The entry in the third line switches between cartesian acigmacal coordinates (as in the explicit input format désen first

— key characters 'C’, 'c’, 'K’ or 'k’ switch to cartesian codinates). On the fifth, sixth and seventh line the generaiaxijs
vectors must be given and the eighth line supplies the shdhe likes to shift the k-mesh off, default is to take the origin
atl, the shift is given in multiples of the generating basis wextonly (0,0,0) and (1/2,1/2,1/2) and arbitrary combore
are usually usefull). This method can always be replacednbgpgropriate Monkhorst-Pack setting. For instance forca fc
lattice the setting

cart
02500
00250
00 025
0.5 05 05

is equivalent to

Monkhorst-pack
444
000

This input scheme is especially interesting to build mesivaich are based on the conventional cell (for instance stcto

and bcc), or the primitive cell if a large super cell is usedthe example above the k-point mesh is based on the scfoell. (
the second input file the tetrahedron method can not be usedige the shift breaks the symmetry (see below), whereas the
first input file can be used together with the tetrahedron awthH-or more hints please read section 8.6.

Mind: The division scheme (or the generating basis of the k-mesis) lead to a k-mesh which belongs to the same class
of Bravais lattice as the reciprocal unit cell (Brillouinre). Any symmetry-breaking set-up of the mesh cannot belednd
by VASP. Hence such set-ups are not allowed — if you breakrthésan error message will be displayed. Furthermore the
symmetrisation of the k-mesh can lead to meshes which cabendivided into tetrahedrons (at least not by the tetrahredro
division scheme implemented in VASP) — if one uses meshestwdo not have their origin &t (for certain lower symmetric
types of Bravais lattices or certain non-symmetry consgrehifts). Therefore only very special shifts are allowiéd. shift
is selected which can not be handled you get an error mesSageeasons of safety it might be a good choice to use only
meshes with their origin dt (switch 'G’ or 'g’ on third line or odd divisions) if the tetteedron method is used.

5.5.4 hexagonal lattices

We strongly recommend to use only Gamma centered grids fadumal lattices. Many tests we have performed indicate
that the energy converges significantly faster viiddmmacentered grids than with standard Monkhorst Pack gridsdsGri
generated with the “M” setting in the third line, in fact dotriave full hexagonal symmerty.

5.6 IBZKPT file

The file IBZKPT is compatible with the KPOINTS file and is geated if the automatic k-mesh generation is selected in
the file KPOINTS. It contains the k-point coordinates andghés (and if the tetrahedron method was selected additional
tetrahedron connection tables) in the 'Entering all k-po&xplicitly’ format used for providing k-points *by handrhis file

can also be generated with the external tool:

> kpoints

IBZKPT may be copied to the file KPOINTS to save time, if one HRTS set is used several times.

5.7 POSCAR file

This file contains the lattice geometry and the ionic posgiocoptionally also starting velocities and predictorreotor
coordinates for a MD-run. The usual format is:

Cubic BN
3.57
0.0 0.5 0.5
0.5 0.0 05
0.5 0.5 0.0
11
Selective dynamics
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Cartesian

0.00 0.00 0.00 T T F

025 025 025 F F F

Cartesian

0.01 0.01 0.01

0.00 0.00 0.00

optionally predictor-corrector coordinates
given on file CONTCAR of MD-run

or

Cubic BN
3.57
0.0 0.5 0.5
0.5 0.0 0.5
0.5 0.5 0.0
11
Direct
0.00 0.00 0.00
0.25 0.25 0.25

The first line is treated as a comment line (you should writerdthe 'name’ of the system). The second line provides a
universal scaling factor (lattice constant’), which isedso scale all lattice vectors and all atomic coordinatéshis value
is negative it is interpreted as the total volume of the cél) the following three lines the three lattice vectors defjrthe
unit cell of the system are given (first line correspondinth®first lattice vector, second to the second, and thirdedtifnd).
The sixth line supplies the number of atoms per atomic spgoige number for each atomic specidd)e ordering must be
consistent with the POTCAR and the INCAR fllbe seventh line switches to 'Selective dynamics’ (onky filnst character
is relevant and must be 'S’ or 's’). This mode allows to praviektra flags for each atom signaling whether the respective
coordinate(s) of this atom will be allowed to change durimg ibnic relaxation. This setting is useful if only certashells’
around a defect or 'layers’ near a surface should ré¥ird: The 'Selective dynamics’ input tag is optional: The sevdimt
supplies the switch between cartesian and direct lattitteeifSelective dynamics’ tag is omitted.

The seventh line (or eighth line if 'selective dynamics’watshed on) specifies whether the atomic positions are deali
in cartesian coordinates or in direct coordinates (respygtfractional coordinates). As in the file KPOINTS onlyetfirst
character on théne is significant and the only key characters recognized by VABPC’, 'c’, 'K’ or 'k’ for switching to
the cartesian mode. The next lines give the three coordiriatezach atom. In the direct mode the positions are given by

R = X181 + X8> + Xadz

whered; 3 are the three basis vectors, and s are the supplied values. In the cartesian mode the poskienenly scaled
by the factors on the second line of the POSCAR file

The ordering of these lines must be correct and consistehttihe number of atoms per species on the sixth lingour are
not sure whether you have a correct input please check the@RTfile, which contains both the final components of the
vectorR, and the positions in direct (fractional) coordinatéfsselective dynamics are switched on each coordinatdetrip
is followed by three additional logical flags determiningettier to allow changes of the coordinates or not (in our examp
the 1. coordinate of atom 1 and all coordinates of atom 2 aegl¥ixXf the line 'Selective dynamics’ is removed from the file
POSCAR these flag will be ignored (and internally setto .T.).
Mind: The flags refer to the positions of the ionglinect coordinates, no matter whether the positions are entereatriasian
or direct coordinates. Therefore, in the example given albbg first ion is allowed to move into the direction of the fastd
second direct lattice vector.

If no initial velocities are provided, the file may end herer molecular dynamics the velocities are initialised rantjo
according to a Maxwell-Boltzmann distribution at the iaitiemperature TEBEG (see section 6.29).

Entering velocities by hand is rarely done, except for treedBRION=0 and SMASS=-2 (see section 6.30). In this case
the initial velocities are kept constant allowing to caltel the energy for a set of different linear dependent ost{for
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instance frozen phonons, section 9.9, dimers with varyimgdbength, section 9.6). As previously the first line sigmph
switch between cartesian coordinates and direct cooeln&n the next lines the initial velocities are providedey are
given in units é/fs, no multiplication with the scaling factor in this cage)(direct lattice vector/timestep).
Mind: For IBRION=0 and SMASS=-2 the actual steps taken are POTésldrvelocities. To avoid ambiguities, set POTIM
to 1. In this case the velocities are simply interpreted asors, along which the ions are moved. For the "cartesiantcéw
the vector is given in cartesian coordinaﬁas{o multiplication with the scaling factor in this case) tbe "direct” switch the
vector is given in direct coordinates.

The predictor-corrector coordinates are only providedaatioue a molecular dynamic run from a CONTCAR-file of a
previous run, they can not be entered by hand.

5.8 CONTCAR file

After each ionic stepand at the end of each job a file CONTCAR is written. This file hamlid POSCAR format and can
be used for 'continuation’ jobs.

For MD-runs (IBRION=0) CONTCAR contains the actual cooat®s, velocities and predictor-corrector coordinates
needed as an input for the next MD-job.

For relaxation jobs CONTCAR contains the positions of ttet lanic step of the relaxation If the relaxation run has not
yet converged one should copy CONTCAR to POSCAR before icoimty. For static calculations CONTCAR is identical to
POSCAR.

5.9 EXHCARfile

This file is not required in VASP.3.2 and VASP.4.X, becauserdyuired tables are calculated by VASP directly. Use the EX
HCAR file only with caution. If the file exists it must contairiable for the exchange-correlation energy of the homogeneo
electron gas as a function of the charge density in the iat§@&yRHO(2)]. This file can be generated with the program

> setexch
setexch is distributed with the package, but it must be etksgparately, by typing
> make setexch

in the VASP directory.
If you execute setexch you are asked for several parametdes, similar values as given below:

Perdew and Zunger, PHYS. REV. B23, 5048 (1982)
Vosko, Wilk and Nusair, CAN. J. PHYS. 58, 1200 (1980)
Gunnarson and Lundgvist

Hedin and Lundqvist, J. PHYS. C4, 2064 (1971)
Barth and Hedin

Wigner-interpolation

1 <<< choose xc-type

Relativistic corrections? (.T. of .F.)

.T. <<< should be .T. for scalar rel. PP

Interpolation type from para- to ferromagnetic corr.

0  exchange-like 'standard interpolation’

1 Vosko-type function (CAN. J. PHYS. 58, 1200 (1980)
0 <<< we recommend 0

maximal small electron density RHO(1) ?

5

number of points N(1) between 0 and RHO(1) ?

2000

maximal electron density RHO(2) ?

50.5

Ok W

To get a good accuracy in the interpolation, the table igtsgliin two regions, a low density region (0... "maximal simal
electron density RHO(1) ?”) and a high density region (" maadi electron density RHO(2) ?"). This allows an accurate
interpolation for atoms and molecules. As a crude guiddirE(2) should not exceed 200, for transition metals thisieval

lwhether the file can be read or not depends on the operatitgnsy¥ASP writes, flushes and rewinds the file. If you stop dr\MNSP it should be
possible to continue from the CONTCAR file.
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was sufficient, and we generally recommend this setting lfanaterials. For 'simple’ elements of the main group a value
around 10 is sufficient. The correlation type selected shbalthe same as used for the pseudopotential generaticallyusu
Ceperley-Alder as parameterized by Perdew and Zunger aliltivistic corrections, i.e. switch '1’).

Starting from version 3.2 VASP generates the EXHCAR filerimidly, in this case the parameters (given in the example
session above) are used to create the table, only the fiesneser is adopted to the pseudopotential.

5.10 CHGCAR file

This file contains the lattice vectors, atomic coordinaties total charge density multiplied by the volum@ ) % Veen on the
fine FFT-grid (NG(X,Y,2)F), and the PAW one-center occupascCHGCAR can be used to restart VASP from an existing
charge density, for visualisation the CHG file should be ysette the PAW-one centre occupancies are difficult to pétrse
is possible to avoid that the CHGCAR is written by setting

LCHARG = .FALSE.
in the INCAR file (see section 6.52). In VASP, the density isiten using the following commands in Fortran:
WRITE(IU,FORM) (((C(NX,NY,NZ),NX=1,NGXC),NY=1,NGYZ), NZ=1,NGZC)

The x index is the fastest index, and the z index the slowesxinThe file can be read format-free, because at least in new
versions, it is guaranteed that spaces separate each nurtdsege do not forget to divide by the volume before visuradiz
the file!

For spinpolarized calculations, two sets of data can bedanthe CHGCAR file. The first set contains the total charge
density (spin up plus spin down), the second one the magtietizdensity (spin up minus spin down). For non collinear
calculations the CHGCAR file contains the total charge dgrasid the magnetisation density in the x, y and z direction in
this order.

For dynamic simulation (IBRION=0), the charge density aafile is the predicted charge density for the next step:ti.e. i
is compatible with CONTCAR, but incompatible with the lasisftions in the OUTCAR file. This allows the CHGCAR and
the CONTCAR file to be used consistently for a molecular dyicaroontinuation job. For static calculations and relatadi
(IBRION=-1,1,2) the written charge density is the selfdetent charge density for the last step and might be useda.g.
accurate band-structure calculations (see section 9.3).

Mind: Since the charge density written to the file CHGCAR is notstbléconsistent chargedensity for the positions on the
CONTCAR file, do not perform a bandstructure calculatiorHKRG=11) directly after a dynamic simulation (IBRIGND)
(see section 9.3).

5.11 CHGfile

This file contains the lattice vectors, atomic coordinates the total charge density multiplied by the volupi@) * Vee 0n
the fine FFT-grid (NG(X,Y,Z)F) at every tenth MD step i.e.

MOD(NSTEP,10)==1,

where NSTEP starts from 1. To save disc space less digitsrétewto the file CHG than to CHGCAR. The file can be used
to provide data for visualization programs for instance |1BMa explorer. (For the IBM data explorer, a tool exists tovent
the CHG file to a valid data explorer file). It is possible toigvhat the CHG file is written out by setting

LCHARG = .FALSE.
in the INCAR file (see section 6.52). The data arrangememteo@HG file is similar to that of the CHGCAR file (see section

5.10), with the exception of the PAW one centre occupanaibgh are missing on the CHG file.

5.12 WAVECAR file
The WAVECAR file is a binary file containing the following data

NBAND number of bands

ENCUTI 'initial’ cut-off energy

AX initial’ basis vectors defining the supercell
CELEN ('initial’) eigenvalues

FERWE ('initial") Fermi-weights

CPTWFP ('initial’) wavefunctions
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Usually WAVECAR provides excellent starting wavefunctdior a continuation job. For dynamic simulation (IBRION=0)
the wavefunctions in the file are usually those predictedternext step: i.e. the file is compatible with CONTCAR. The
WAVECAR, CHGCAR and the CONTCAR file can be used consistefdatya molecular dynamics continuation job. For
static calculations and relaxations (IBRION=-1,1,2) thétten wavefunctions are the solution of the KS-equatianstfie
last step. It is possible to avoid, that the WAVECAR is writteut by setting

LWAVE = .FALSE.

in the INCAR file (see section 6.52)

Mind: For dynamic simulations (IBRION=0) the WAVECAR file contaipredicted wavefunctions compatible with CON-
TCAR. If you want to use the wavefunctions for additionalccéhtions, first copy CONTCAR to POSCAR and make another
static (ISTART=1; NSW=0) continuation run with ICHARG=L1.

5.13 TMPCAR file

TMPCAR is a binary file which is generated during dynamic datians and relaxation jobs using full wavefunction predi-
cation. It contains the ionic positions and wavefunctionhaf previous two steps. Those are needed for the extrapolati
the wavefunctions. It is possible to use the file TMPCAR for lgdhtinuation jobs by setting the flag ISTART=3 on the file
INCAR (see description of INCAR, section 6.14, 6.26).

Instead of the TMPCAR file VASP.4.X can also use internaltstréile. This is faster and more efficient but requires of
course more memory (see section 6.26 for more details).

5.14 EIGENVALUE file

The file EIGENVALUE contains the Kohn-Sham-eigenvaluesdthrk-points, at the end of the simulation. For dynamic
simulation (IBRION=0) the eigenvalues on the file are usudilat one predicted for the next step: i.e. the file is contybati
with CONTCAR. For static calculations and relaxations (IBRI=-1,1,2) the eigenvalues are the solution of KS-equatio
for the last step.

Mind: For dynamic simulations (IBRION=0) the EIGENVAL file coita predicted wavefunctions compatible with
CONTCAR. If you want to use the eigenvalues for additiondtwaiations, first copy CONTCAR to POSCAR and make
another static (ISTART=1; NSW=0) continuation run with ICR&=1.

5.15 DOSCAR file

The file DOSCAR contains the DOS and integrated DOS. The anétSnumber of states/unit cell”. For dynamic simulations
and relaxations, an averaged DOS and an averaged inte@@®@dk written to the file. For a description of how the avenggi

is done see 6.21, 6.37). The first few lines of the DOSCAR fieeraade up by a header which is followed by NDOS lines
holding three data

energy DOS integrated DOS

The density of states (DO®) is actually determined as the difference of the integr&®$ between two pins, i.e.
n(ei) = (N(&i) —N(gi-1)) /e,

whereAe is the distance between two pins (energy difference betweemyrid point in the DOSCAR file), andi(g;) is the
integrated DOS
&
N(ei) = / n(e)de.
This method conserves the total number of electrons ex&aityspin-polarized calculations each line holds five data
energy DOS(up) DOS(dwn) integrated DOS(up) integrated DOS (dwn)

If RWIGSor LORBIT (Wigner Seitz radii, see section 6.336.34) is set in the [IRCiAe, a Im- and site-projected DOS is
calculated and also written to the file DOSCAR. One set of gataritten for each ion, each set of data holds NDOS lines
with the following data

energy s-DOS p-DOS d-DOS
or

energy s-DOS(up) s-DOS(down) p-DOS(up) p-DOS(dwn) d-DOS( up) d-DOS(dwn)
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for the non spin-polarized and spin polarized case resfytiAs before the written densities are understood asiffexehce
of the integrated DOS between two pins.
For non-collinear calculations, the total DOS has the failhg format:

energy DOS(total) integrated-DOS(total)
Information on the individual spin components is availadiy for the site projected density of states, which has thmét:
energy s-DOS(total) s-DOS(mx) s-DOS(my) s-DOS(mz) p-DOS( total) p-DOS(mX) ...

In this case, the (site projected) total density of statasljtand the (site projected) energy resolved magnetizaensity in
thex (mx), y (my) andz (mz) direction are available.

In all cases, the units of the |- and site projected DOS atest&om/energy.

The site projected DOS is not evaluated in the parallel garir the following cases:

vasp.4.5NPAR£L no site projected DOS
vasp.4.6NPAR£L, LORBIT=0-5 no site projected DOS

In vasp.4.6 the site projected DOS can be evaluatetdl@&BIT=10-12, even if NPAR is not equal 1 (contrary to previous
releases).

Mind: For relaxations, the DOSCAR is usually useless. If you warget an accurate DOS for the final configuration,
first copy CONTCAR to POSCAR and continue with one static ABT=1; NSW=0) calculation.

5.16 PROCAR file

For static calculations, the file PROCAR contains the spd-site projected wave function character of each band. The wa

function character is calculated by projecting the wavefiams onto spherical harmonics that are non zero withiresgghof

a radius RWIGS around each ion. RWIGS must be specified in thé\R\file in order to obtain the file (see section 6.33).
Mind: that the spd- and site projected character of each Izamok evaluated in the parallel version if NPAR.

5.17 PCDAT file

File PCDAT contains the pair correlation function. For dgne simulations (IBRION-=0) an averaged pair correlation is
written to the file (see sections 6.21, 6.31).

5.18 XDATCAR file
After NBLOCK ionic steps the ionic configuration is writtem the file XDATCAR (see sections 6.21).

5.19 LOCPOT file

Available up from VASP version 2.0.
The LOCPOT file contains the total local potential (in eV).Wote this file, the line

LVTOT = .TRUE.

must exist on the INCAR file (see section 6.52). In the presergion (VASP.4.4.3), the electrostatic part of the pastnt
only is written (exchange correlation is not added). Thigésirable for the evaluation of the work-function, becatise
electrostatic potential converges more rapidly to the uatlevel than the total potential. However if the exchangeatation
potential is to be included, change one line in main.F:

I comment out the following line to add exchange correlation
! INFO%LEXCHG=-1
CALL POTLOK(...)

Mind: Older version might have had a different behavior, when tlveye retrieved from the server. Please always check
yourself, whether main.F is working in the way you expeanfdiy search for LEXCHG=-1 in main.F). If the lin&EXCHG=-1
is commented out, the exchange correlation is added. Itcsmenended to avoid wrap around errors, when evaluating
LOCPOT. This can be done by specifying PREC=High in the INCid?

The data arrangement on the LOCPOT file is similar to that®@QRGCAR file (see section 5.10).
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5.20 ELFCAR file
Available up from VASP version 3.2.

The ELFCAR file is created when the LELF flag (see section 6i5%he INCAR file is set to .TRUE. and contains the
so-called ELF ¢lectron localization function

It has the same format as the CHG file. It is recommended talavap around errors, when evaluating ELFCAR file. This
can be done by specifying PREC=High in the INCAR file.

5.21 PROOUT file

Available up from VASP version 3.2.
This file contains the projection of the wavefunctions orghegical harmonics that are non zero within spheres of aisadi
RWIGS centered at each io\jmric = (YN o))

It is written out only if the LORBIT flag (see section 6.34) metINCAR file is set and an appropriate RWIGS (see section
6.33) has been defined.

Format:

15tline: PROOUT

2"d line: number of kpoints, bands and ions

34 Jine: twice the number of types followed by the number of ions farteype

4™ line: the Fermi weights for each kpoint (inner loop) and band (olaiep)

line5-...: real and imaginary part of the projecti®nk for every Im-quantum number (inner loop), band, ion per type
kpoint and ion-type (outer loop)

below : augmentation part

and finally: the corresponding augmentation part of the projectionsyery Im-quantum number (inner loop), ion per type,
ion-type, band and kpoint (outer loop)

This information makes it possible to construct e.g. paiaSs projected onto bonding and anti-bonding moleculbitais
or the so-called coopfystal overlap population functign

5.22 PRJCARfile

Available as of VASP version 5.3.2.
Ths file stores the output of thepoint projection scheme (see Sec. 6.81).
It has the following format:

The header section lists the basis vectors of the recipspzade belonging to the structure defined inRRSCAR.prim
file, and a list of the set of pointk’}, the projection scheme has found in the irreducible patefrillouin (IBZ) zone of
the aforementioned reciprocal space cell (see Sec. 6.81).

The body of the?RICARfile lists:

Kok = Y [(K'+G'|k +G) (K +G|Wnko) |?
GG’

wheren is the band indexs labels theNKPTSpoints in the IBZ of the structure defined by thR@SCARile, o is the spin index,
andk’ refers to theNKPTSPRIME points in the IBZ ofPOSCAR.prim (see Sec. 6.81).

For each band atko the body of thePRICARIists the indexn and eigenenerggkg, followed by one or more rows with a
total of NKPTSPRIME entriesK gk, one for each poirk’.
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5.23 makeparam utility
Themakeparam utility allows to check the required memory amount. The pangis compiled (seriel version only) by typing
make makeparam

in the directory, where VASP is located.
The program is started by typing

makeparam

and it prompts the memory requirement to the screen.

5.24 Memory requirements

The memory requirements of VASP can easily exceed your ctenfacilities. In this case the first step is to estimate wher
the excessive memory requirements derive from. There arg@tssibilities:

e Storage of wave functions: All bands for all k-points mustkiept in memory at the same time. The memory require-
ments for the wave functions are:

NKDIM*NBANDS*NRPLWV*16

The factor 16 arises from the fact that all quantities are GRQEX*16.

e Work arrays for the representation of the charge densitgl lpotentials, structure factor and large work arrays:talto
of approximately 10 arrays is allocated on the second findr gr

A*(NGXF/2+1)*NGYF*NGZF*16

Once again all quantities are COMPLEX*16.

Try to reduce the memory requirements by reducing the gooreting parameters. See section 8 for a discussion of the
minimal requirements for these parameters.
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Table 1: The INCAR file for a Copper surface calculation.

SYSTEM = Rhodium surface calculation

Start parameter for this Run:

ISTART = 0 job : O-new 1-cont 2-samecut
ICHARG = 2 charge: 1-file 2-atom 10-const
INIWAV = 1 electr: 0-lowe 1-rand

Electronic Relaxation 1
ENCUT = 200.00 eV

IALGO = 18 algorithm ~ NELM = 60; NELMIN= 0; NELMDL= 3 # of ELM ste  ps m
EDIFF = 1E-04  stopping-criterion for ELM

BMIX = 2.0

TIME = 0.05

lonic Relaxation
EDIFFG = .1E-02  stopping-criterion for IOM

NSW = 9  number of steps for IOM
IBRION = 2
POTIM = 100 time-step for ion-motion

{\tt POMASS} = 102.91
{tt ZVAL} = 110

DOS related values:
SIGMA = 0.4; ISMEAR = 1 broad. in eV, -4-tet -1-fermi 0-gaus

6 The INCAR File

INCAR is the central input file of VASP. It determines 'whatdo and how to do it’, and can contain a relatively large number
of parameters. Most of these parameters have conveniestlttefand a user unaware of their meaning should not change
any of the default values. Be very careful in dealing withHREAR file, it is the main source of errors and false results!

The INCAR file is a tagged format-free ASCII file: Each line stmts of a tag (i.e. a string) the equation sign '=" and a
number of values. It is possible to give several paramedkreypairs (tag = values ) on a single line, if each of theses paie
separated by a semicolon ’;'. If a line ends with a backslasimext line is considered as a continuation li@emmentsare
normally preceded by the number sign '#, but in most casesneents can be append to a parameter-value pair without the
'#'. In this case semicolons should be avoided within the cmnt.

The following sections will describe the parameters givethe INCAR file.

Especially the initialization of all things might be a létbit complicated, please read the section 6.2 carefullyivés
some hints how the initialization parameters interact, laoa they might be used together.

6.1 All parameters (or at least most)

Here is a short overview of all parameters currently suggbiParameters which are used frequently are emphasized.
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NGX, NGY, NGZ FFT mesh for orbitals (Sec. 6.3,6.11)
NGXF,NGYF,NGZF FFT mesh for charges (Sec. 6.3,6.11)
NBANDS number of bands included in the calculation (Sec. 6.5)
NBLK blocking for some BLAS calls (Sec. 6.6)
SYSTEM name of System

NWRITE verbosity write-flag (how much is written)
ISTART startjob: 0-new 1-cont 2-samecut

ICHARG charge: 1-file 2-atom 10-const

ISPIN spin polarized calculation (2-yes 1-no)
MAGMOM initial mag moment / atom

INIWAV initial electr wf. : O-lowe 1-rand

ENCUT energy cutoff in eV

PREC precession: medium, high or low

PREC VASP.4.5 also: normal, accurate

NELM, NELMIN and NELMDL nr. of electronic steps

EDIFF stopping-criterion for electronic upd.
EDIFFG stopping-criterion for ionic upd.

NSW number of steps for ionic upd.

NBLOCK and KBLOCK inner block; outer block

IBRION ionic relaxation: 0-MD 1-quasi-New 2-CG
ISIF calculate stress and what to relax

IWAVPR prediction of wf.: 0-non 1-charg 2-wave 3-comb
ISYM symmetry: 0-nonsym 1-usesym

SYMPREC precession in symmetry routines

LCORR Harris-correction to forces

POTIM time-step for ion-motion (fs)

TEBEG, TEEND temperature during run

SMASS Nose mass-parameter (am)

NPACO and APACO distance and nr. of slots for P.C.

POMASS mass of ions in am

ZVAL ionic valence

RWIGS Wigner-Seitz radii

NELECT total number of electrons

NUPDOWN fix spin moment to specified value

EMIN, EMAX energy-range for DOSCAR file

ISMEAR part. occupancies: -5 Bthl -4-tet -1-fermi 0-gaus ¢0 MP
SIGMA broadening in eV -4-tet -1-fermi 0-gaus
ALGO algorithm: Normal (Davidson) — Fast — Veffyast (RMM-DIIS)
IALGO algorithm: use only 8 (CG) or 48 (RMM-DIIS)
LREAL non-local projectors in real space

ROPT number of grid points for non-local proj in real space
GGA xc-type: e.g. PE AM or 91

VOSKOWN use Vosko, Wilk, Nusair interpolation

DIPOL center of cell for dipol

AMIX, BMIX tags for mixing

WEIMIN, EBREAK, DEPER special control tags

TIME special control tag

LWAVE,LCHARG, LVTOT, LVHAR create WAVECAR/CHGCAR/LOCPOT

LELF create ELFCAR

LORBIT create PROOUT

NPAR parallelization over bands

LSCALAPACK switch off scaLAPACK

LSCALU switch of LU decomposition

LASYNC overlap communcation with calculations
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6.2 Frequently used settings in the INCAR file
6.2.1 Static calculations

Just remove the WAVECAR file and start from scratch, no patarsenust be specified in the INCAR file. The defaults for
some parameters will be:

ISTART = 0 # startjob: no WAVECAR file
ICHARG = 2 # charge: from atoms

INIWAV = 1 # random initialization for wf.
NELM = 40 # maximum of 40 electronic steps
NELMIN = 2 # minimum of two steps

NELMDL = -5 # no update of charge for 3 steps
EDIFF = 10E-4 # accuracy for electronic minimization

6.2.2 Continuation of a calculation

In some cases it makes sense to start from an old WAVECAR f#ieriEtance to continue relaxation or to continue with an
increased energy cutoff ENCUT). In this case just keep th¥MPAR file and start VASP. Again, an empty INCAR file will
suffice. The defaults are now:

ISTART = 1 # continue from WAVECAR file
ICHARG = 0 # charge from orbitals

NELM = 40 # maximum of 40 electronic steps
NELMIN = 2 # minimum of two steps

NELMDL = 0 # immediately update charge

You can setCHARG=1by hand if an old CHGCAR file exists. If the charge sloshingigmgicant this will save a few steps,
compared to the default setting. To continue relaxatiomfeoprevious run copy the CONTCAR file to POSCAR.
6.2.3 Recommended minimum setup

Although the previous calculations can be performed usirgnapty INCAR file it is recommended to specify a few parameter
always manually

PREC = Normal # precision normal

ENCUT = 300 # cutoff used throughout all calculations
LREAL = .FALSE. or Auto # real space projection yes / no

ISMEAR = 0 or 1 or -5 # method to determine partial occupancies

These four parameters should be present in all calculatitimsy completely control the technical accuracy of the ualc
tions in particular the basis setSNCU7J, and wether the real space projection scheme is used ofatel. energies of two
calculations should be only compared and subtracted, ifithethree parameters are set identically in both calcoresti
Ideally the parametdBMEAR should be also identical throughout all calculations (big imight be difficult in some cases).

6.2.4 Efficient relaxation from an unreasonable starting gess

If you want to do an efficient relaxation from a configuratibattis not close to the minimum, set the following values & th
INCAR file (for briefness the recommended setup is lackieg, Sec. 6.2.3):

NELMIN = 5 # do a minimum of four electronic steps
EDIFF = 1E-2 # low accuracy

EDIFFG = -0.3 # accuracy of ions not too high

NSW =10 # 10 ionic steps in ions

IBRION = 2 # use CG algorithm

This way only low accuracy will be required in the first few e but since a minimum of 5 electronic steps is done the
accuracy of the calculated electronic groundstate willigedly improve. If you are a slightly advanced user you cao alse
the damped MD algorithm, which is usually more efficient tttaen CG one:

IBRION = 1 ; SMASS = 0.4 # damped MD
POTIM =04 # time step needs to chosen with care

In this case, a too largeOTIMwill result in divergence.
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6.2.5 Efficient relaxation from a pre-converged starting gess

Close to a local minimum the variable-metric (RMM-DIIS afiglbm) is most efficient. INCAR file (for briefness the recom-
mended setup is lacking, see Sec. 6.2.3):

NELMIN = 8 # do a minimum of ten electronic steps

EDIFF = 1E-5 # high accuracy for electronic groundstate

EDIFFG = -0.01 # small tolerance for ions

NSW =20 # 20 ionic steps should do

MAXMIX = 80 #  keep dielectric function between ionic movemen ts

IBRION = 1 # use RMM-DIIS algorithm for ions
NFREE = 10 # estimated degrees of freedom of the system

Now very accurate forces are requir&@D(FF is small). In addition a minimum of eight electronic stepdasie between each
ionic updated, so that the electronic groundstate is alveajaulated with very high accuracfELMIN=8 is only required
for systems with extreme charge sloshing which are very tmobnverge electronically. For most systems values betwee
NELMIN=4 andNELMIN=6 are sufficient.

6.2.6 Molecular dynamics

Please see section 9.7.

6.2.7 Making the calculations faster
Use the following lines in the INCAR file to improve the effiney of VASP for large systems:

ALGO = Fast # RMM-DIIS algorithm for electrons
LREAL = A # evaluate projection operators in real space
NSIM = 4 # blocked algorithm update, four bands at a time

In additions you might try to set tHéAXMIXtag.

6.3 NGXNGY NGZand NGXE NGYF NGZFtags

NGX NGY NGZcontrols the number of grid-points in the FFT-mesh alongdinections of the thre&ttice-vectors. X corre-
sponds to the first, Y to the second and Z to the third latteetar (X,Y and Z are not connected with cartesian coord@jate
don't be fooled by the historical naming conventions).

NGXE NGYE NGZFcontrols the number of grid-points for a second, finer FFEm®n this mesh the localized augmenta-
tion charges are represented if ultrasoft (US) Vanderbileptials or the PAW method are used. In addition, local uicaés
(exchange-correlation, Hartree-potential and ionic pidés) are also calculated on this second finer FFT-mesimi only
if) US-pseudopotentials are used.

Mind: There is no need to sBIGXFto a value larger thaNGX if you donotuse US-pseudopotential or the PAW method.
In this case ,neither the charge density nor the local pialerare set on the fine mesh. The only result is a considevaise
of storage. In this case S86XE NGYE NGZFsimply to 1.

In VASP.4.X all parameters are determined during runtinitbee defaults are used — Sec. 6.11 or 5.23 NGKetc. are
read from the INCAR file, see Sec. 6.3).

6.4 KSPACINGtag and KGAMMAag

KSPACING= [real]
KGAMMA [logical]

Default:
KSPACING = 0.5
KGAMMA = .TRUE.

The tagKSPACINGdetermines the number of k-goin’fahe KPOINTS file is not presefgee Sec. 5.5KSPACINGis the
smallest allowed spacing between k-points in unitéof. The number of k-points increases when the spacing is destea
The number of k-points in the direction of the first, second nird reciprocal lattice vector is determined by the eipunest

max(1, |b(i)| /KSPACING)
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These values are rounded to the next integer. The generateis @ither centred at thE point (e.g. includes th€ point)
(KGAMMA TRUE.) or is shifted away from tHepoint, as usually done for Monkhorst Pack gridSAMMAFALSE.) (compare
Sec. 5.5.3). Per default, the grids include Ehgoint.

6.5 NBANDSag

NBANDS-= [integer]
Default:
NBANDS NELECT/2 + NIONS/2 (non-spinpolarized)

0.6*NELECT + NMAG (spin-polarized)

NBANDSletermines the actual number of bands in the calculation.

One should choos¢BANDSuch that a considerable number of empty bands is includin@ icalculation. As a minimum
we require one empty band. VASP will give a warning, if thisii the case.

NBANDSs also important from a technical point of view: In iteraimnatrix-diagonalization schemes eigenvectors close
to the top of the calculated number of vectors converge mimkes than the lowest eigenvectors. This might result in a
significant performance loss if not enough empty bands areided in the calculation. Therefore we recommend to set
NBANDSo NELECT/2 + NIONS/2, this is also the default setting of thakeparam utility and of VASP.4.X. This setting is
safe in most cases. In some cases, it is also possible tcadeditee number of additional bands to NIONS/4 for large syste
without performance loss, but on the other hand transitietaia do require a much larger number of empty bands (up to
2*NIONS).

To check this parameter perform several calculations fixed potential (CHARG=12) with an increasing number of
bands (e.g. starting frolELECT2 + NIONS/2). An accuracy of 1@ should be obtained in 10-15 iterations. Mind that the
RMM-DIIS scheme IALGO=48) is more sensitive to the number of bands than the detaBilalgorithm (ALGO=38).

6.6 NBLKktag

NBLK= [integer]
Default
NBLK -1 VASP.4.6

256 in VASP.5.2, if dfast

This determines the blocking factor in many BLAS level 3 ioes.
In some cases, VASP has to perform a unitary transformafitirecurrent orbitals. This is done using a work array CBLOCK
and the following FORTRAN code:

DO 100 IBLOCK=0,NPL-1,NBLK
ILEN=MIN(NBLK,NPL-IBLOCK)

DO 200 N1=1,N
DO 200 M=1,ILEN
CBLOCK(M,N1)=C(M+IBLOCK,N1)
C(M+IBLOCK,N1)=0
200 CONTINUE

C C(IBLOCK+I,N)=SUM_(J,K) CH(I,K) CBLOCK(K,N)
CALL ZGEMM (N, 'N’, ILEN, N, N, (1.0.), CBLOCK, NBLK, CH, N ,
& (1.0), C(IBLOCK+1,1), NDIM)
100 CONTINUE

ZGEMM is the matrixx matrix multiplication command of the BLAS package. The tpskformed by this call is indicated
by the comment line written above the ZGEMM call. Gener8iBt k=16 or 32 is large enough for super-scalar machines. A
large value might be necessary on vector machines for optietformance \BLK=128).

6.7 SYSTEMtag

SYSTEME [string]
Default:
SYSTEM = SYSTEMunknown system.
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The SYSTEMag is followed by a string which possibly contains blankise Ttitle’ string is for the user only and should help
the user to identify what he wants to do with this specific irfja. Help yourself and be as verbose as you can. The string is
read in and written to the main output file OUTCAR.
6.8 NWRITE-tag
NWRITEO | 1|2 |3 ]| 4

Default: NWRITE2

This flag determines how much will be written to the file OUTCR&®erbosity flag’).

NWRITE 0|1 2] 3
contributions to electronic energy

at each electronic iteration flf| el e
convergence information flf| el e
eigenvalues f+H | i| 1| e
DOS + charge density f+H | i 1| e

total energy
and their contributions [

i
stress il
basis-vectors f+ | i
forces f+ | i

X - -
X - =

timing-information

f+|  first and last ionic step
f first ionic step

[ each ionic step

e each electronic step
X when applicable

For long MD-runs us®WRITE=0 orNWRITE=1. For short runs useéWRITE=2. NWRITE=3 might give information if something
goes wrongNWRITE=4 is for debugging only.

6.9 ENCUTtag

ENCUT [real]
Default:

ENCUT = largesENMAXrom POTCAR-file

Cut-off energy for plane wave basis set in eV. All plane-vgawgth a kinetic energy smaller thdfy,; are included in the
basis set: i.e.
. P
|G + k| < cht W|th Ecut == %GCU'[

The number of plane waves differs for each k-point, leading superior beahviour for e.g. energy-volume calculatithhs
the volume is increased the total number of plane waves @sdiagly smoothly. The criteriofG| < Get (i.e. same basis set
for each k-point) would lead to a very rough energy-volumezewand, generally, slower energy convergence.

Starting from version VASP 3.2 the POTCAR files contains adeENMAXandENMIN) line, therefore it is in principle
not necessary to speciBNCUTIn the INCAR file. For calculations with more than one specike maximum cutoffENMAX
or ENMIN) value is used for the calculation (see below, Sec. 6.1)céuasistency reasons we still recommend to specify the
cutoff manually in the INCAR file and keep in constant throogha set of calculations.

6.10 ENAUGag

ENAUG [real]
Default:

ENAUG = EAUGrom POTCAR file

Kinetic energy cut-off for the augmentation charges. Tinis HeterminesIGXE NGYFandNGZF(see also section 6.11).
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6.11 PREGtag

PREG Low | Medium | High | Normal | Accurate | Single
Default:
PREG- Medium for VASP.4.X
= Normal for VASP.5.X

The settingsNormal andAccurate are only available in VASP.4.5 and newer versions. Thergg@lingle is only
available in VASP.5.1.
Changing the?RECparameter influences the default for four sets of param@®8iGUT NGX NGY NGZ NGXE NGYR NGZFand
ROPT, and it is also possible to obtain the same characterigfichanging the corresponding parameters in the INCAR file
(VASP.4.X) directly.

e The PRECGflag determines the energy cutdNCUT if (and only if) no value is given foENCUTin the INCAR
file. For PREC=Low ENCUTwill be set to the maximaENMIN value found in the POTCAR files. F®REC=Medium
and PREC=Accurate , ENCUTwill be set to maximaENMAXvalue found on the POTCAR file (see 5.4). Finally for
PREC=High, ENCUTis set to the maximaNMAXvalue in the POTCAR file plus 309%PREC=High guarantees that the
absoluteenergies are converged to a few meV, and it ensures thatrées sensor is converged within a few kBar. In
general, an increased energy cutoff is only required foute evaluation of quantities related to the stress tejespr
elastic properties).

The following table summarizes hdwRECdetermines other flags in the INCAR file:

PREC ENCUT N& NGF ROPT
Normal maxENMAX 312Gt 2 N& -5E-4
Single maxENMAX 312Gyt N& -5E-4
Accurate maxENMAX 2 Geyt 2 N&X -2.5E-4
Low maxENMIN) 312Gyt 3 Gayg -1E-2
Med maxENMAX 312Gt 4 Gayg -2E-3
High MaxENMAX1.3 2 Gyt 16/3Gag -4E-4

2 2

h* R

maxENMAX/ENMIN corresponds to the maximuBNMAX/ENMINfound in POTCAR
ENAUQefaults to the maximurBAUGfound in POTCAR

e FFT-grids NGX NGY NGZandNGXF NGYFE NGZH:

For PREC=High and PREC=Accurate , wrap around errors are avoided (see section 7.Xalectors that are twice
as large as the vectors included in the basis set are takemasbunt in the FFT’s). FAPREC=Low PREC=Medium
or PREC=Normal, the FFT grids are reduced, and 3/4 of the required valuesised. UsuallyPREC=Mediumand
PREC=Normal, are sufficiently accurate with errors less than 1 meV/atom.

In addition, thePRECtag determines the spacing for the grids representing thementation charges, charge densities
and potentials (NGFX, NGFY, NGFZ). F®REC=Accurate and PREC=Normal, the support grid contains twice as
many points in each direction as the grids for the orbitllSXF= 2 x NGX, NGYF= 2 x NGY, NGZF= 2 x NG3.
PREC=Single is identical toPREC=Normal, execpt that the double grid technique is not applied. Thihnvenient of
you need to cut down on storage demands, or want to reducézthefsthe CHG and CHGCAR file (for scanning
tunneling microscopy simulation, it is recommended to RREC=Single ). In all other cases, they are determined by
some rather heuristic formula froBNAUGsee Sec. 6.10).

e If real space projectors are us&DPT(which controlls the number of grid points within the intation sphere around
each ion, see Sec. 6.39) is set to

for LREAL=0Othe defaults are:

PREC= Low 700 points in the real space spheROPT= 0.67)
PREC= Med 1000 points in the real space spheROPT= 1.0)
PREC= Normal 1000 points in the real space spheROPT=1.0)

PREC= Accurate 1000 points in the real space spheROPT=1.0)
PREC= High 1500 points in the real space spheROPT= 1.5)
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For LREAL=Athe defaults are:

PREC= Low ROPF-1E-2
PREC= Med ROPI-2E-3
PREC= Normal ROPE-5E-4
PREC= Accurate ROPT=-2.5E-4
PREC= High ROPE-4E-4

This behaviour can be overwritten by specifying the op®@#PTin the INCAR file. For mixed atomic species we, in
fact, strongly recommend to utBEAL=A(see section 6.39).

We recommend to useREC=Normal for calculations in VASP.4.5 and higher (default in VASR)pand PREC=Mediumfor
VASP.4.4.

PREC=Accurate avoids wrap around errors and uses an augmentation gricstleadctly twice as large as the coarse grid
for the representation of the pseudo wavefuncti®EC=Accurate increases the memory requirements somewhat, but it
should be used if very accurate forces (phonons and secoivdtilees) are required. The accuracy of forces can be éuarth
improved by specifyindhDDGRID = .TRUE. (see Sec. 6.63).

New manual entry for PREC=High:

The use ofPREC=High is no longer recommend (and exists only for compatibilitgs@ns). For an accurate stress tensor
the energy cutoff should be increased manually, and if amfgitly very accurate forces are requir@iREC=Accurate can

be used in combination with an increase energy cutoff. Nbtg, we now recommend to specify the energy cutoff always
manually in the INCAR file, to avoid incompatibilities beterecalculations (see Sec. 6.2.3).

Old manual entry for PREC=High:
PREC=High, should be used if properties like the stress tensor areiaeal. IfPREC=High calculations are too expensive,
ENMAXcan also be increased manually in the INCAR file, since thisiglly sufficient to obtain a reliable stress-tensor.

6.12 |ISPIN -tag

ISPIN =1 or 2
Default:

ISPIN = 1

For ISPIN =1 non spin polarized calculations are performed, whereatSPIN =2 spin polarized calculations are per-
formed.

6.13 MAGMOhhg

MAGMGMreal array]
Default:
MAGMOM NIONS*1.0 forISPIN =2

3*NIONS*1.0 for non-collinear magnetic systems

Specifies the initial magnetic moment for each atom, if angt SNCHARG=2, or if the CHGCAR file contains no mag-
netisation densitylCHARG=1). If one is searching for a spin polarised (magnetic oifembmagnetic) solution, it is usually
safest to start from larger local magnetic moments, becsuseme cases, the default values might not be sufficiengly bi
A save default is usually the experimental magnetic momaiitiptied by 1.2 or 1.5. It is important to emphasize that the
MAGMOMAg is usednly, if the CHGCAR file holds no information on the magnetisataensity,and if the initial charge
density is not calculated from the orbitals supplied in th®ABCAR file. This means that thlAGMOB’g is useful for two
kind of calculations

e Calculations starting from scratch with no WAVECAR and CH&FCfile.

e Calculations starting from aon magnetioVAVECAR and CHGCAR file [CHARG=1). Often such calculations con-
verge more reliably to the desired magnetic configuratian talculations of the first kind. Hence, if you have problems
to converge to a desired magnetic solution, try to calcdiegethe non magnetic groundstate, and continue from the
generated WAVECAR and CHGCAR file. For the continuation jdu need to set
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ISPIN=2
ICHARG=1

in the INCAR file.

Starting from VASP.4.4.4, VASP also determines whethemtlagnetic moments supplied in tMAGMONhe break the
symmetry. If they do, the corresponding symmetry operatiare removed and not applied during the symmetrization of
charges and forces. This means that antiferromagneticlatiins can be performed by specifying anti-parallel negdign
moments for the atoms in the cell

MAGMOM =1 -1

As an example consider AF bcc Cr with the POSCAR file:

Cr. AF
2.80000
1.00000  .00000  .00000
.00000 1.00000 .00000
.00000 .00000 1.00000

2

Kartesisch
.00000 .00000  .00000
50000 .50000  .50000

With the MAGMONhe specified above, VASP should converge to the properrgistate. In this example, the total net mag-
netisation is matter of factly zero, but it is possible toedetine the local magnetic moments by using R¥&GSor LORBIT
tags (see sections 6.34 6.33).

6.14 ISTART-tag
ISTART=0 ] 1| 2
Default:
ISTART 1 if WAVECAR exists

0 else

This flag determines whether to read the file WAVECAR or not.

0
1

Start job: begin 'from scratch’. Initialize the orbitalscrding to the flagNIWAYV .

“restart with constant energy cut-off”. Continuation jebread orbitals from file WAVECAR (usage is restricted in the
parallel version, see section 4.5).

The set of plane waves will be redefined and re-padded acmptdithe new cell size/shape (POSCAR) and the new
plane wave cut-off (INCAR). These values might differ frohetold values, which are stored in the file WAVECAR.
If the file WAVECAR is missing or if file WAVECAR contains an iparopriate number of bands and / or k-points the
flag ISTART will be set to O (see above). In this case VASP starts fromtaerand initializes the orbitals according to
the flagINIWAV.

The usage oSTART=1 is recommended if the size/shape of the supercell (séies&cH) or the cut-off energy changed
with respect to the last run and if one wishes to redefine thefggane waves according to a new setting.

ISTART=1 is the usual setting for convergence tests with respetid¢acut-off energy and for all jobs where the
volume/cell-shape varies (e.g. to calculate binding enetgves looping over a set of volumes).

Mind: main.F can be recompiled with new settings for NGX,NGY,NSEZ|WV ... between different runs, the program
will correctly read and reorganize the 'storage layout’thoe wavefunction arrays etc. In addition it is also possible
change the k-point mesh if the number of k-points remainsteom. This might be of importance if a loop over a set
of k-points (band-structure calculations) is performed.

'restart with constant basis set’: Continuation job — redultals from the file WAVECAR

The set of plane waves willot be changed even if the cut-off energy or the cell size/shamgn files INCAR and
POSCAR are different from the values stored on the file WAVIRCA the file WAVECAR is missing or if the file
WAVECAR contains an inappropriate number of bands and/poikis the flagSTART will be set to 0 (see above).
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In this case VASP starts from scratch and initializes thétaldaccording to the flatNIWAV. If the cell shape has not
changed thefSTART=1 andISTART=2 lead to the same result.

ISTART=2 is usually used if one wishes to restart with the same Isasigsed in the previous run.

Mind: Due to Pullay stresses (section 7.6) there is a differemteden evaluating the equilibrium volume with a
constant basis set and a constant energy cut-off — unlesitdpsonvergence with respect to the basis set is achieved!
If you are looking for the equilibrium volume, calculatiowith a constant energy cut-off are preferable to calcutetio
with a constant basis set, therefore always restart MEART=1 except if you really know what you are looking for
(see section 7.6).

There is only one exception to this general rule: All voluoedl/ shape relaxation algorithms implemented in VASP
work with a constant basis set, so continuing such jobs regub seiSTART=2 to get a 'consistent restart’ with
respect to the previous runs (see section 7.6)!

3 ’full restart including orbitals and charge prediction’

Same a$START=2 but in addition a valid file TMPCAR must exist containing thositions and orbitals at time steps
t(N—1) andt(N — 2), which are needed for the orbtial and charge predictionraeh@sed for MD-runs).

ISTART=3 is generally not recommended unless an operating syst@wsies serious restriction on the CPU time per
job: If you continue withSTART=1 or 2, a relatively large number of electronic iterationigimbe necessary to reach
convergence of the orbitals in the second and third MD-st€pART=3 therefore saves time and is important if a MD-
run is split into very small piece®l6\W10). Nevertheless, we have found that it is safer to regtarotbital prediction
after 100 to 200 steps. NSW-30ISTART=1 or 2 is strongly recommended.

Mind: If ISTART=3, a non-existing WAVECAR or TMPCAR file or any inconsistgraf input data will immediately
stop execution.

6.15 ICHARGtag

ICHARG=0 | 1| 2| 4
Default:
ICHARG 2 if ISTART=0

0 else

This flag determines how to construct the "initial’ chargesigy.

0 Calculate charge density from initial orbitals.
Mind: if ISTART is internally resetdue to an invalid WAVECAR-file the paramet@HARGwill be set tolCHARG=2.

1 Read the charge density from file CHGCAR , and extrapolate the old positions (on CHCGAR) to the new positions
using a linear combination of atomic charge densities.érRAW method, there is however one important point to keep
in mind. For the on-site densities (that is the densitiebiwithe PAW sphere) only I-decomposed charge densities up
to LMAXMIXare written. Upon restart the energies might thereforeedsfightly from the fully converged energies.
The discrepancies can be large for the L(S)AD+U method. i ¢hse, one might need to incred3¢AXMIXto 4
(d-elements) or even 6 (f-elements) (see Section 6.63).

2 Take superposition of atomic charge densities

4 up from VASP.5.1 only: read potential from fiROT. The local potential on the filBOTis written by the optimized
effective potential methods (OEP), if the flRgTOT = .TRUE. is supplied in the INCAR file.

+10 non-selfconsistent calculation

Adding ten to the value dfCHARG(e.g. using 11,12 or the less convenient value 10) meanshbatharge density will be
kept constant during thehole electronic minimization
There are several reasons why to use this flag:

e ICHARG=11: To obtain the eigenvalues (for band structure plotsherDOS for a given charge density read from
CHGCAR. The selfconsistent CHGCAR file must be determinddreband doing by a fully selfconsistent calculation
with a k-point grid spanning the entire Brillouin zone.9.3.

¢ ICHARG=12: Non-selfconsistent calculations for a superpositbmtomic charge densities. This is in the spirit of
the non-selfconsistent Harris-Foulkes functional. Thesst and the forces calculated by VASP are correct, and it is
absolutely possible to perform an ab-initio MD for the n@atfconsistent Harris-Foulkes functional (see section.7.3
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If ICHARGIs set to 11 or 12, it is strongly recommened to ISdAXMIXto twice the maximum |-quantum number in the
pseudpotentials. Thus for s and p elemémaXMIXshould be set to 2, for d elementfdAXMIXshould be set to 4, and for f
elementd MAXMIXshould be set to 6 (see section 6.63).

The initial charge density is of importance in the followicases:

o If ICHARG>10 the charge density remains constant during the run.
o For all algorithms excegALGO=5X the initial charge density is used to set up the initiahtiléonian which is used in

the first few NELMD) non selfconsistent steps.

6.16 INIWAV-tag

INIWAV=0 | 1
Default:
INIWAY = 1

This flag is only used for start jobSTART=0) and has no meaning else. It specifies how to set up thelioitiitals:

0 Take ’jellium orbitals’, this means simply: fill wavefumah arrays with plane waves of lowest kinetic energy = lowest
eigenvectors for a constant potential (‘jellium’).
Mind: ’jellium’ calculations regiure a specific POTCAR, not indkd in the standard potential database.

1 Fill wavefunction arrays with random numbers. Use whenpuessible.

Mind: This is definitely the safest fool-proof switch, and unless yeally know that other initialization works as well
use this switch.

6.17 NELM NELMINand NELMDEtag
NELM= [integer] NELMIN= [integer] NELMDE [integer]

Default:

NELM = 60

NELMIN = 2

NELMDL = -5 if ISTART=0, INIWAV=1, andlALGO=8

NELMDL = -12 if ISTART=0, INIWAV=1, andlIALGO=48 (VASP.4.4)
NELMDL = O else

NELMgives the maximum number of electronic SC (selfconsisteatgps which may be performed. Normally, there is no
need to change the default value: if the self-consistenmy tbes not converge within 40 steps, it will probably notverge
at all. In this case you should reconsider the ta4§0, (ALGO), LDIAG , and the mixing-parameters.

NELMIN gives the minimum number of electronic SC steps. Generally o not need to change this setting. In some
cases (for instance MD’s, or ionic relaxation) you mighti$etMINto a larger value (4 to 8) (see section 9.7).

NELMDLgives the number afion-selfconsistent steps at the beginning; if one initialites orbitals randomly the initial
orbitals are far from anything reasonable. The resultireygh density is also 'nonsense’. Therefore it makes senseeio
the initial Hamiltonian, which corresponds to the supeipms of atomic charge densities, fixed during the first feapst

Choosing a 'delay’ for starting the charge density updatmbees essential in all cases where the SC-convergenceyis ver
bad (e.g. surfaces or molecules/clusters, chains). Witbetting a delay VASP will probably not converge or at least t
convergence speed is slowed down.

NELMDLmight be positive or negative. A positive number means ttdglay is applied after each ionic movement — in
general not a convenient option. A negative value resulésdalay only for the start-configuration.

6.18 EDIFF-tag

EDIFF=[real]
Default :
EDIFF = 104

Specifies the global break condition for the electronic 8@l The relaxation of the electronic degrees of freedorhbail
stopped if the total (free) energy change and the band steienergy change (‘change of eigenvalues’) between tvps ste
are both smaller thaBDIFF. For EDIFF=0, NELMelectronic SC-steps will always be performed.
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Mind: In most cases the convergence speed is exponential. So Wvgntithe total energy significant to 4 figures set
EDIFF=10"*. There is no real reason to use a much smaller number.

6.19 EDIFFG-tag

EDIFFG= [real]
Default:
EDIFFG = EDIFF*10

EDIFFG defines the break condition for the ionic relaxation looph# change in the total (free) energy is smaller thRHFG
between two ionic steps relaxation will be stoppe®DfFFG is negative it has a different meaning: In this case the etiax
will stop if all forces are smaller tharEDIFFG |. This is usually a more convenient setting.

EDIFFG might be 0; in this case the ionic relaxation is stopped &ffsteps.

EDIFFG does not apply to MD-simulations.

6.20 NSWag

NSW [integer]
Default:
NSW = 0

NSWsets the maximum number of ionic steps.

Mind: Within each ionic step at mostELMelectronic-SC loops are performed unless E#FF convergence criterium is
matched before. Exact Hellmann-Feynman forces and strassealculated for each ionic step.

6.21 NBLOCKand KBLOCKtag
NBLOCI [integer] KBLOCK- [integer]

Default:
NBLOCK = 1
KBLOCK = NSW

After NBLOCKionic steps the pair correlation function and the DOS areutated and the ionic configuration will be written
to the XDATCAR-filei . In additionNBLOCKcontrols how often the kinetic energy is scale8MASS-1 (see section 6.30).
Mind: The CPU costs for these tasks are quite small siNB&OCK-1.

After KBLOCK*NBLOCKmain loops the averaged pair correlation function and DGSvaitten to the files PCDAT and
DOSCAR .

6.22 IBRION-tag, NFREEtag

IBRION=-1 |0 |1 |2|3|5]|6]|7]|8]|44
Default:
IBRION -1 for NSWO or NSW1

0 else

IBRION determines how the ions are updated and movedBRbON =0, a molecular dynamics is performed, whereas all other
algorithms are destined for relaxations into a local enengyimum. For difficult relaxation problems it is recommedde

use the conjugate gradient algorithtBRION=2), which presently possesses the most reliable backumnesu Damped
molecular dynamicsiBRION=3) are often useful when starting from very bad initial ggess Close to the local minimum
the RMM-DIIS (BRION=1) is usually the best choicBRION=5 andIBRION=6 are using finite differences to determine
the second derivatives (Hessian matrix and phonon fregegnavhereasBRION =7 andIBRION =8 use density functional
perturbation theory to calculate the derivatives.

6.22.1 IBRION=-1

No update; ions are not moved, BiBWouter loops are performed. In each outer loop the electrdeigees of freedom are
re-optimized (forNSW0 this obviously does not make much sense, except for tepbpes). If no ionic update is required
useNS\W0 instead.
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6.22.2 IBRION=0

Standard ab-initio molecular dynamics. A Verlet algoritijon fourth order predictor corrector if VASP was linked with
stepprecor.o) is used to integrate Newton'’s equations ¢ibmdOTIMsupplies the timestep in femto seconds. The parameter
SMASSllows additional control (see Sec. 6.30).

Mind: At the moment only constant volume MD’s are possible.

6.22.3 IBRION=1

ForIBRION =1, a quasi-Newton (variable metric) algorithm is used tax¢he ions into their instantaneous groundstate. The
forces and the stress tensor are used to determine the si@ations for finding the equilibrium positions (the totalergy

is not taken into account). This algorithm is very fast arfitieint close to local minima, but fails badly if the initiabgitions

are a bad guess (UEBRION =2 in that case). Since the algorithm builds up an approxonaif the Hessian matrix it requires
very accurate forces, otherwise it will fail to converge. éfficient way to achieve this is to S8SELMINto a value between 4
and 8 (for simple bulk materials 4 is usually adequate, wdsB2might be required for complex surfaces where the charge
density converges very slowly). This forces a minimum of 8 &lectronic steps between each ionic step, and guarahiges t
the forces are well converged at each step.

The implemented algorithm is called RMM-DIIS[26]. It impifly calculates an approximation of the inverse Hessian
matrix by taking into account information from previousrégons. On startup, the initial Hessian matrix is diagcsadi
equal toPOTIM Information from old steps (which can lead to linear demewies) is automatically removed from the
iteration history, if required. The number of vectors kepthe iterations history (which corresponds to the rank eHlessian
matrix must not exceed the degrees of freedom. Naively timebeu of degrees of freedom is BHONS-1). But symmetry
arguments or constraints can reduce this number signifjcdiitere are two algorithms build in to remove informatioorf
the iteration history. i) INFREESs set in the INCAR file, only up tIFREEonic steps are kept in the iteration history (the rank
of the approximate Hessian matrix is not larger thé&REB. ii) If NFREEis not specified, the criterion whether information
is removed from the iteration history is based on the eigeevapectrum of the inverse Hessian matrix: if one eigemvalu
of the inverse Hessian matrix is larger than 8, informatiamt previous steps is discarded. For complex probl&FREE
can usually be set to a rather large value (i.e. 10-20), hewsystems of low dimensionality require a carful setting of
NFREE(or preferably an exact counting of the number of degreeseeidfom). To increadéFREEbeyond 20 rarely improves
convergence. INFREEis set to too large, the RMM-DIIS algorithm might diverge.

The choice of a reasonal®®TIMis also important and can speed up calculations signifigamtd recommend to find an
optimal POTIM usingIBRION =2 or performing a few test calculations (see below).

6.22.4 IBRION=2

A conjugate-gradient algorithm (a simple discussion o$ thligorithm can be found for instance in [28]) is used to relax
the ions into their instantaneous groundstate. In the fiegt ®ns (and cell shape) are changed along the directioheof t
steepest descent (i.e. the direction of the calculateet$onanid stress tensor). The conjugate gradient method esquiine
minimization, which is performed in several steps: i) firstial step into the search direction (scaled gradientspigegwith
the length of the trial step controlled by tROTIM parameter (section 6.23). Then the energy and the forceseateulated.
ii) The approximate minimum of the total energy is calcutafiom a cubic (or quadratic) interpolation taking into agab
the change of the total energy and the change of the forcae¢8gof information), then a corrector step to the appraxem
minimum is performed. iii) After the corrector step the fesand energy are recalculated and it is checked whethesribesf
contain a significant component parallel to the previouscsedirection. If this is the case, the line minimizationrigaroved
by further corrector steps using a variant of Brent’s aligpon{28].

To summarize: In the first ionic step the forces are calcdlfdethe initial configuration read from POSCAR , the second
step is a trial (or predictor step), the third step is a caarestep. If the line minimization is sufficiently accuratethis step,
the next trial step is performed.

NSTEP:

1 initial positions

2 trial step

3 corrector step, i.e. positions corresponding to anttegpaninimum
4 trial step

5 corrector step
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6.22.5 IBRION=3

If a damping factor is supplied in the INCAR file by means of 8MASStag, a damped second order equation of motion is
used for the update of the ionic degrees of freedom:

i}:—z*alf—ui,

where SMASSsupplies the damping factqr, andPOTIM controlsa. In fact, a simple velocity Verlet algorithm is used to
integrate the equation, the discretised equation reads:

W12 = (1= W2)Wy 12— 2+afy ) /(14 1/2)

AN+1 = XN+ Unga2

It is immediately recognized, that= 2 is equivalent to a simple steepest descent algorithm (ofeowithout line optimiza-
tion). Hencep = 2 corresponds to maximal dampings= O corresponds to no damping. The optimal damping factormtépe
on the Hessian matrix (matrix of the second derivatives efehergy with respect to the atomic positions). A reasorfaiste
guess fouis usually 0.4. Mind that our implementation is particulaetfriendly, since changingusually does not require

to re-adjust the time stefPQTIM). To choose an optimal time step and damping factor, we recemd the following two
step procedure: First fix (for instance to 1) and adjuBOTIM. POTIM should be chosen as large as possible without getting
divergence in the total energy. Then decrgasad keePOTIMfixed. If POTIMandSMASSare chosen correctly, the damped
molecular dynamics mode usually outperforms the conjugegtdient method by a factor of two.

If SMASSis not set in the INCAR file (respectiveBMASS0), a velocity quench algorithm is used. In this case ions are
updated according using the following algorithm: Hérare the current forces, amdcorresponds t@OTIM This equation
implies that, if the forces are antiparallel to the velastithe velocities are quenched to zero. Otherwise theitiemare
made parallel to the present forces, and they are increasad &mount that is proportional to the forces.

Mind: For IBRION =3, a reasonable time stepustbe supplied by the POTIM parameter. Too large time stepsrell
sult in divergence, too small ones will slow down the conearge. The stable time step is usually twice sineallestline
minimization step in the conjugate gradient algorithm.

6.22.6 IBRION=5 andIBRION=6

IBRION =5, is only supported starting from VASP.4IBRION =6, is only supported starting from VASP.5.1. Both flagswllo
to determine the Hessian matrix (matrix of the second dévies of the energy with respect to the atomic positions) thed
vibrational frequencies of a system. Only zone centeffepdint) frequencies are calculated automatically andtedmfter

Eigenvectors and eigenvalues of the dynamical matrix

To calculate the Hessian matrix, finite differences are usedeach ion is displaced in the direction of each Cartesian
coordinate, and from the forces the Hessian matrix is detein The two modes differ in the way symmetry is considered.
ForIBRION =5, all atoms are displaced in all three Cartesian direstiggsulting in a significant computational effort even for
moderately sized high symmetry systems. IBRION =6, however only symmetry inequivalent displacements ansiclered,
and the remainder of the Hessian matrix is filled using symyrainsiderations.

Selective dynamics are presently only supportedBBION =5; in this case, only those components of the Hessian matrix
are calculated for which the selective dynamics tags ar®ms€RUE. in POSCAR . Contrary to the conventional behavior,
the selective dynamics tags now refer to the Cartesian coerge of the Hessian matrix. For the following POSCAR file, fo
instance,

Cubic BN
3.57
0.0 0.5 0.5
0.5 0.0 0.5
05 0.5 0.0
11
selective
Direct
0.00 0.00 0.00 F F F
025025025 TFF

atom 2 is displaced in thedirection only, and only th& Component of the second atom of the Hessian matrix is caémlila
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Three parameters influence the determination of the Hessérix: The parameteMFREEdetermines how many dis-
placements are used for each direction and ion,ROTIM determines the step size. The step size is defaulted to @(MS
from VASP.5.1), if too large values are supplied in the infilet Expertise shows that this is a very reasonable com@®mi
NFREE=2 uses central differencie. each ion is displaced in each direction by a small positivceraagative displacement

+ POTIM x X, + POTIM x y, + POTIM x 2
For NFREE=4, four displacement are used

+ POTIM x % and=+ 2 POTIM x R
+ POTIM x § and= 2 POTIM x §

ForNFREE=1, only a single displacement is applied (it is stronglyoramend to avoidNFREE=1).

Finally, IBRION=6 andISIF >3 allows to calculate the elastic constants. The elast®oteis determined by performing
six finite distortions of the lattice and deriving the elastonstants from the strain-stress relationship [4]. Thset&l tensor
is calculated both, for rigid ions, as well, as allowing fetaxation of the ions. The elastic moduli for rigid ions anétten
after the line

SYMMETRIZED ELASTIC MODULI (kBar)

The ionic contributions are determined by inverting théddtiessian matrix and multiplying with the internal stragmsor [5],
and the corresponding contributions are written after ithest

ELASTIC MODULI CONTR FROM IONIC RELAXATION (kBar)

The final elastic moduli including both, the contributiois €listortions with rigid ions and the contributions fronetionic
relaxations, are summarized at the very end.

TOTAL ELASTIC MODULI (kBar)

There are a few caveats to this approach: most notably time plave cutoff needs to be sufficiently large to converge the
stress tensor. This is usually only achieved if the defautlbff is increased by roughly 30 %, but it is strongly reconmahed
to increase the cutoff systematically (e.g. in steps of 15l full convergence is achieved.

Mind: In some older versiondySW(number of ionic steps) must be set to 1 in the INCAR file, siN6&t0 resets the
IBRION tag to—1 regardless of the value supplied in the INCAR file.

A final problem concerns the symmetry treatment in VASPMASP determines the symmetry for the displaced config-
urations correctly, but unfortunately VASP does not chatigeset of k-points automatically (often the lower symmetfy
configurations with displaced ions would require one to useark—points). Hence, for accurate calculations, the symmetry
must be switched off, or le—point set which has not been reduced using symmetry cordides must be applied. VASP.5.1
changes the k-point set on the fly and the previous restnickd®s not apply.

6.22.7 IBRION=7 andIBRION=8

IBRION=7 andIBRION=8 is only supported starting from VASP.5.1. It determinles Hessian matrix (matrix of second
derivatives) using density functional perturbation tlyeds for IBRION=5, IBRION=7 does not apply symmetry, whereas
IBRION =8 uses symmetry to reduce the number of displacements. (itpatds similar to the previous section (Sec. 6.22.6).
The only exception is that the ionic relaxation contribnsdo the elastic moduli are presently not determined. Bffecive
charges and piezoelectric constants can be calculatedeloi\apg LEPSILON=.TRUE. (see also Sec.6.72.6)

6.22.8 IBRION=44

IBRION =44 switches on the transition state optimization by meditiseoimproved dimer method of Heyden al. [62]. For
a detailed description see Sec. 6.61.

6.22.9 IBRION some general commentd$IF , POTIM)

ForIBRION=1,2 and 3, the fla{fIF ISIF (see section 6.24) determines whether the ions anttardll shape is changed. No
update of the cell shape is supported for molecular dyna@BesON =0).

Within all relaxation algorithmsIBRION=1,2 and 3) the paramet@OTIM should be supplied in the INCAR file. For
IBRION >0, the forces are scaled internally before calling the minaian routine Therefore for relaxationg20TIM has
no physical meaning and serves only as a scaling factor. Boyraystems, the optim&0TIMis around 0.5. Because the
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Quasi-Newton algorithm and the damped algorithms are them$d the choice of this parameter, UBRION =2, if you are
not sure how large the optimBDTIMis.

In this case, the OUTCAR file and stdout will contain a lineigading a reliablePOTIM For IBRION=2, the following
lines will be written to stdout after each corrector stepuélly each odd step):

trial: gam= .00000 g(F)= .152E+01 g(S)= .000E+00 ort = .000E +00
(trialstep = .82)

The quantitygam is the conjugation parameter to the previous stgf), andg(S) are the norm of the force respectively
the norm of the stress tensor. The quantity is an indicator whether this search direction is orthogoodhe last search
direction (for an optimal step this quantity should be muctakber than ¢(F) + g(S) ). The quantitytrialstep is the size
of the current trialstep. This value is the average stepls@ing to a line minimization in the previous ionic step.dgtimal
POTIMcan be determined, by multiplying the curr@@TIMwith the quantitytrialstep

After at the end of a trial step, the following lines are vaittto stdout:

trial-energy change:  -1.153185 l.order -1.133  -1.527 -73 9
step:  1.7275(harm= 2.0557) dis= .12277
next Energy= -1341.57 (dE= -.142E+01)

The quantitytrial-energy change is the change of the energy in the trial step. The first valter &forder is the ex-
pected energy change calculated from the for¢Esstar + F(trial)) /2x change of positions). The second and third value
corresponds t&(star) x change of positions arfé(trial) x change of positions. The first value in the second line isite s
of the step leading to a line minimization along the curresatreh direction. It is calculated from a third order intdgpion
formula using data form the start and trial step (forces aradgy changeharm is the optimal step using a second order (or
harmonic) interpolation. Only information on the forcesuged for the harmonic interpolation. Close to the minimurthbo
values should be similadis is the maximum distance moved by the ions in fractional (d)reoordinatesnext Energy
gives an indication how large the next energy should betfieeenergy at the minimum of the line minimizatiodi, is the
estimated energy change.

The OUTCAR file will contain the following lines, at the endedich trial step:

trial-energy change:  -1.148928 l.order -1.126 -1.518 -.73 5
(g-gl).g = .152E+01 gg = .152E+01 glgl = .000E+00
g(Force) = .152E+01  g(Stress)= .000E+00 ortho = .000E+00
gamma = .00000

opt step = 1.72745 (harmonic =  2.05575) max dist = .12277085

next E = -1341.577507 (d E =  1.42496)

The linetrial-energy change was already discussg(Force) corresponds tg(F) , g(Stress) tog(S) , ortho toort ,
gammato gam. The values after gamma correspond to the second line (shgpreviously described.

6.23 POTIMtag

POTIM= [real]
Default:
no default, must be set by user IBRION=0 (MD)
POTIM= 0.5 if IBRION=1,2,3 (relaxation)

In casedBRION =0 (MD) , POTIM specifies the time step in fs. FBRION =1,2 or 3,POTIMserves as a scaling constant for
the forces.
POTIM supplies the time step for an ab-initio molecular dynamiBRION =0), and must be entered by the user for all MD
simulations.

In additionPOTIM severs as a “scaling constant” in all minimization algarith(quasi-Newton, conjugate gradient, and
damped molecular dynamics). Especially the Quasi-Newlgorighm is sensitive to the choice of this parameter (sed@e
IBRION 6.22).

6.24 ISIF -tag

ISF=0]1]2]|3]|4|5]|6
Default:
ISIF =0 if IBRION=0 (MD)
=2 else
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ISIF controls whether the stress tensor is calculated. The lagilon of the stress tensor is relatively time-consuming] a
therefore by default switched off for ab initio MD's. Forcae always calculated.

In additionISIF determines which degrees of freedom (ions, cell volumé sbelpe) are allowed to change.

The following table shows the meaningI8fF . At the moment cell changes are only supported for relaratamd nor
fot molecular dynamics simulations.

ISIF | calculate calculate relax change change
force stresstensor ions cell shape cell volume

0 yes no yes no no

1 yes traceonly yes no no

2 yes yes yes no no

3 yes yes yes  yes yes

4 yes yes yes yes no

5 yes yes no yes no

6 yes yes no yes yes

7 yes yes no no yes

* Trace only means that only the total pressure, i.e. the line
external pressure = ... kB

is correct. The individual components of the stress tensonat reliable in that case. This switch must be used withiaau
Mind: Before you perform relaxations in which the volume or the skpe is allowed to change you must read and under-
stand section 7.6. In general volume changes should be ddoypevih a slightly increased energy cutoff (iENCUF1.3 *
default value , o0PREG=High in VASP.4.4).

6.25 PSTRESStag

PSTRESS: [real]
If the PSTRESSag is specified VASP will add this stress to to stress tessat,an energy

E =V «PSTRESS

to the energy. This allows the user to converge to a specifietreal pressure. Before using this flag please read secion

6.26 |IWAVPRtag

IWAVPR=0 | 1|2 |3 |10 | 11| 12| 13
Default:
IWAVPR=2 if IBRION=0 (MD) and 1,2 (relaxation)
=0 else (static calculation)

IWAVPRdetermines how orbitals and/or charge density are extaggafrom one ionic configuration to the next configuration.
Usually the file TMPCAR is used to store old orbitals, whick egquired for the prediction. I'WAVPRIs larger than 10, the
prediction is done without an external file TMPCAR (i.e. afuired arrays are stored in main memory, this option works
from version VASP.4.1). If th&NVAVPRIs set to 10, the reader will set it to the following defaultues:

IWAVPRE12 if IBRION=0 (MD)

IWAVPRE11 if IBRION =1,2 (relaxation)

0 no extrapolation, usually less preferable if you want t@dab initio MD or a relaxation of the ions into the instanta-
neous groundstate.

1,11 Simple extrapolation of the charge density using atarharge densities is done (eq. (9.8) in thesis G. Kresséy. Th
switch is convenient for all kind of geometry optimizatiofignic relaxation and volume/cell shape with conjugate
gradient or Quasi-Newton methods, IBRION=1,2)

2,12 A second order extrapolation for the orbitals and ttergdn density is done (equation 9.9 in thesis G. Kresse). A mus
for ab-initio MD-runs.
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3,13 In this case a second order extrapolation for the dsbaad a simple extrapolation of the charge density usiogit
charge densities is done. This is some kind of mixture bati#@VPR=1 and 2, but it is definitely not better than
IWAVPR=2.

Mind: We don’t encourage this setting at all.

6.27 ISYM-tag and SYMPREGag

ISYM=-1|0]1]2]3
Default:
ISYM=1 if VASP runs with US-PP’s
=2 if PAW data sets are used

switch symmetry onl§YM=1, 2 or 3) or off (SYM=-1 or 0). FolSYM=2 a more efficient, memory conserving symmetrisation
of the charge density is used. This reduces memory requiresnreparticular for the parallel version.

For ISYM=3, the forces and the stress tensor only are symmetrizegheah the charge density is left unsymmetrized
(VASP.5.1 only). This option might be useful in special casghere charge/orbital ordering lowers the crystal symynet
and the user wants to conserve the symmetry of the positiorisgdrelaxation. However, the flag must be used with great
caution, since a lower symmetry due to charge/orbital amnden principle also requires to sample the Brillouin zorséng a
k-point mesh compatible with the lower symmetry caused arg#/orbital ordering.

The program determines automatically the point group sytryrand the space group according to the POSCAR file and
the line MAGMON the INCAR file. TheSYMPRE@ag (VASP.4.4.4 and newer versions only) determines hawrate the
positions in the POSCAR file must be. The default is3,0vhich is usually suffiently large even if the POSCAR file has
been generated with a single precision program. Increabim§YMPREQag means, that the positions in the POSCAR file
can be less accurate. During the symmetry analysis, VASEdéates

e the Bravais lattice type of the supercell,

e the point group symmetry and the space group of the superitblbasis (static and dynamic) - and prints the names
of the group (space group: only ‘family’),

e the type of the generating elementary (primitive) cell & gupercell is a non-primitive cell,

e all 'trivial non-trivial’ translations (= trivial transkions of the generating elementary cell within the supéreel
needed for symmetrisation of the charge,

e the symmetry-irreducible set of k-points if automatic kahegeneration was used and additionally the symmetry-
irreducible set of tetrahedra if the tetrahedron method eh@sen together with the automatic k-mesh generation and
of course also the corresponding weights ('symmetry degey?,

e and tables marking and connecting symmetry equivalent ions

The symmetry analysis is done in four steps:

First the point group symmetry of the lattice (as suppliedH®yuser) is determined.

e Then tests are performed, whether the basis breaks symmetgrdingly these symmetry operations are removed.

The initial velocities are checked for symmetry breaking.

Finally, it is checked whetalAGMOBbteaks the symmetry. Correspondingly the magnetic synygedup is determined
(VASP.4.4.4 and newer releases only; if you use older vargiease also see section 6.13).

The program symmetrizes automatically:
e The total charge density according to the determined spacgg
e The forces on the ions according to the determined spac@grou

e The stress tensor according to the determined space group
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Why is symmetrisation necessavyithin LDA the symmetry of the supercell and the charge dgrasie always the same.
This symmetry is broken, because a symmetry-irreducilil®fske-points is used for the calculation. To restore the ecirr
charge density and the correct forces it is necessary to gyriz@ these quantities.

It must be stressed that VASP doest determine the symmetry elements of the primitive cell. & supercell has a lower
symmetry than the primitive cell only the lower symmetry lo¢ tsupercell is used in the calculation. In this case oneldhou
not expect that forces that should be zero according to symaml be precisely zero in actual calculations. The syniye
of the primitive cell is in fact broken in several places inSR:

e local potential:

In reciprocal space, the potentdlG) should be zero, if G is not a reciprocal lattice vector of thenfive cell.

For PREG=Med, this is not guaranteed due to "aliasing” or wrap aroand the charge density (and therefore the
Hartree potential) might violate this point. But even RREG=-High, small errors are introduced, because the exchange
correlation potentia¥yc is calculated in real space.

e Kk-points:
In most cases, the automatic k-point grid does not have timengtry of the primitive cell.

6.28 LCORRtag

LCORR: .FALSE. | .TRUE.
Default: LCORR .TRUE.

Based on the ideas of the Harris Foulkes functional (seeose¢t3) it is possible to derive a correction to the forces fo
non fully selfconsistent calculations, we call these atiioms Harris corrections. FiiCORR.TRUE. these corrections are
calculated and included in the stress-tensor and the foftescontributions are explicitly written to the file OUTCAdRd
help to show how well forces and stress are converged. Facas the correction term might be relatively large andrtgst
has shown that the corrected forces converge much fastee &xact forces than uncorrected forces.

6.29 TEBEGand TEENDtag
TEBEG-= [real] TEEND-: [real]

Default:
TEBEG = 0
TEEND = TEBEG

TEBEGandTEENDcontrol the temperature during an ab-initio molecular dyita run (see next section):

TEBEG  start temperature  TEEND- final temperature
If no initial velocities are supplied on the POSCAR file thdogdties are set randomly according to a Maxwell-Boltzmann
distribution at the initial temperatufEBEG Velocities are only used for molecular dynamit&R{ON =0) .

Mind that VASP defines the temperature as

1
T=—" S M,V 6.1
3kBTNonsZ n|Vn| (6.1)

But, because the center of mass is conserved, there are (idys3- 1) degrees of freedom (the sum of all velocities is zero,
if a random initialization is chosen). This means that the seémulation temperature is

T - TEBEGX Nions/(Nions— 1). (6.2)

Also the temperature written by VASP (see e.g. OUTCAR filehtorrect and has to be corrected accordingly. Usually the
effect is rather small and subtle, but one should correcethar if very precise results are required. This means thawar
teperature should be specified according to

TEBEG= Trequested>< (Nions— 1)/Nions7 (6-3)

in the INCAR file.
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6.30 SMASStag

Default:
SMASS=-3—-2—-1—0— No&-mass SMASS -3 in VASP.4.4 and higher (micro canonical ensemble)

0 releases older that VASP.4.4

SMASScontrols the velocities during an ab-initio molecular dyries.

-3 For SMASS-3 a micro canonical ensemble is simulated (constant gnerglecular dynamics). The calculated
Hellmann-Feynman forces serve as an acceleration actit@ytba ions. The total free energy (i.e. free electronic
energy + Madelung energy of ions + kinetic energy of ionspisserved.

-2 For SMASS-2 the initial velocities are kept constant. This allowsctdculate the energy for a set of different linear
dependent positions (for instance frozen phonons, se8tiyrdimers with varying bond-length, section 9.6).

Mind: if SMASS-2 the actual steps taken é#®TIMread velocities . To avoid ambiguities, DTIMto 1 (also read
section 5.7 for supplying initial velocities).

-1 In this case the velocities are scaled eldBhOCKstep (starting at the first step i.e. MOD(NSTHBR,OCKEQ.1) to the
temperature
TEMP= TEBEG + (TEEND — TEBEG) * NST ER'NSW

where NSTEP is the current step (starting from 1). This alaweontinuous increase or decrease of the kinetic energy.
In the intermediate period a micro—canonical ensemblanisilsited.

>=0 ForSMASS-=0 a canonical ensemble is simulated using the algorithm sENEhe No&é mass controls the frequency
of the temperature oscillations during the simulation (dee, 3]. ForSMASS0 Nos-mass corresponding to period
of 40 time steps will be chosen. The Nemass should be set such that the induced temperatureatioctshow ap-
proximately the same frequencies as the typical 'phonmatdencies for the specific system. For liquids something
like 'phonon’-frequencies might be obtained from the speutof the velocity auto-correlation function. If the ionic
frequencies differ by an order of magnitude from the freqirmof the induced temperature fluctuations, &teer-
mostat and ionic movement might decouple leading to a nonrgeal ensemble. The frequency of the approximate
temperature fluctuations induced by the Bideermostat is written to the OUTCAR file.

6.31 NPACQCand APACGtag
NPAC@ [integer] APACG [integer]

Default:
NPACO = 256
APACO = 16

NPACO = number of slots for pair correlation (PC) function
APACO = maximum distance for the evaluation of PC functiorin

VASP evaluates the pair-correlation (PC) function eldBhOCKsteps and writes the PC-function afdBLOCKKBLOCK steps
to the file PCDAT.

6.32 POMASSZVAL
POMASS [real] ZVAL= [real]

Default
POMASS = valuesread from POTCAR
ZVAL = valuesread from POTCAR
POMASS = mass each atomic species, in a.u.
ZVAL = valence for each atomic species

These two lines determine the valency and the atomic masscbf &omic species, and should be omitted usually since the
values are read from the POTCAR file. If incompatibilitiesseXVASP will stop.
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6.33 RWIGS

RWIGS- [real array]
Default
RWIGS = valuesread from POTCAR

The Wigner Seitz radius is optional. It must be supplied fmtespecies in the POSCAR file i.e.
RWIGS = 1.0 15

for a system with 2 species (types of atoms). If RWIGSvalues is supplied andORBIT<10, the spd- and site projected
wavefunction character of each band is evaluted, and tteé prtial DOS is calculated. IfORBIT>10, RWIGSis ignored
(see sections 5.16 and 5.1RWIGSmustbe set in calculations with constraining the local magnet@nents (see section
6.69 For mono-atomic systeRWIGScan be defined unambiguously. The sum of the volume of theeplagound each atom
should be the same as the total volume of the cell (assumatgtiu do not have a vacuum region within your cell). This is
in the spirit of atomic sphere calculations. VASP writese li

Volume of Typ 1. 985 %

to the OUTCAR file. You should useRWIGSvalue which yields a volume of approximately 100%.

For binary systems there is no unambiguous way to d&itig&sSand several choices are possible. In all cases, the sum
of the volume of the spheres should be close to the total velohthe cell (i.e the sum of the values given by VASP should
be around 100%).

e One possible choice is to RWIGSsuch that the overlap between the spheres is minimized.

e However in most cases, it is simpler to choose the radiusaif sphere such that they are close to the covalent radius
as tabulated in most periodic tables. This simple critedan be used in most cases, and it relies at least on some
“physical intuition”.

Please keep in mind that results are qualitative — i.e. tiseme unambiguous way to determine the location of an elactro
With the current implementation, it is for instance hardbgpible to determine charge transfer. What can be derivedtiie
partial DOS is the typical character of a peak in a DOS. Qtetivte results can be obtained only by carefull comparisith w
a reference system (e.g. bulk versus surface).

6.34 LORBIT

LORBIT = .TRUE. — .FALSE. (VASP.3.2)
LORBIT=0—1—2—5—10—11—12 (VASP.4.X and later)

Default
LORBIT = O (.FALSE.)
logical integer| RWIGSline in INCAR files written
.FALSE. O line required DOSCAR and PROCAR file
1 line required DOSCAR and extended PROCAR file
.TRUE. 2 line required DOSCAR and PROOUT file
10 not read DOSCAR and PROCAR file
11 not read DOSCAR and PROCAR file with phase factors
12 not supported

VASP.4.6 behaviour:

integer | RWIGSline in INCAR files written

0 line required DOSCAR and PROCAR file

1 line required DOSCAR and Im decomposed PROCAR file

2 line required DOSCAR and Im decomposed PROCAR file + phagerfac

5 line required PROOUT file

10 not read DOSCAR and PROCAR file

11 not read DOSCAR and Im decomposed PROCAR file

12 not read DOSCAR and Im decomposed PROCAR file + phase factors
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This flag determines, together with an approprRf#iGS(see section 6.33), whether the PROCAR or PROOUT files (see
section 5.21) are written. The file PROCAR contains the spd-site projected wavefunction character of each band. The
wavefunction character is calculated, either by projectime orbitals onto spherical harmonics that are non-zethinvi
spheres of a radilBWIGSaround each ionLORBIT=1, 2), or using a quick projection scheme relying that wankly for the
PAW method (ORBIT=10,11,12, see below). If tHEORBIT flag is not equal zero, the site and I-projected density aéstis
also calculated.

The PROOUT file (ORBIT=2, written in VASP.4.4) contains the projection of the ¢aits onto spherical harmonics
centered at the position of the ior&(mk = <Y|R'1|%k>) and the corresponding augmentation part.
This information can be used to construct e.g. the partiabp&jected onto molecular orbitals or the so-called coogstal
overlap population function

If the projector augmented wave method is us€&RBIT can also be set to 10, 11 or 12. This alternative setting tsedec
quick method for the determination of the spd- and site ptefgwave function character and does not require the sgeecifi
tion of a Wigner-Seitz radius in the INCAR file (tiRWIGSline is neglected in this case). The method works only for PAW
POTCAR files and not for ultrasoft or norm conserving pseadeptials.

The parallel version has some restrictions: The site ptefeDOS is not evaluated in the parallel version in the foilayv

cases :
VASP.4.5NPARAL no site projected DOS

VASP.4.6 NPARAL, LORBIT=0-5 no site projected DOS

6.35 NELECT

NELECT [real]
Default
NELECT = - (number of valence electrons)

NELECT = number of electrons

Usually you should not set this line — the number of electisretermined automatically from POTCAR (ZVAL of the
element) and POSCAR (number of the atoms of the respective t3fpe).

If the number of electrons is not compatible with the numberived from the valence and the number of atoms a
homogeneous background-charge is assumed.
If the number of ions specified in the POSCAR file is 0 &idlECTEn, then the energy of a homogeneous LDA-electron gas
is calculated.

6.36 NUPDOWN

NUPDOW[ihteger] (up from VASP.4.X)
Default
NUPDOWN = not set

NUPDOWRN difference between number of electrons in up and down spimponent

Allows calculations for a specific spin multiplet, i.e. thetdifference of the number of electrons in the up and dowm spi
component will be kept fixed to the specified value. There ioedvaf caution required: INRUPDOWIS set in the INCAR file
the initial moment for the charge density should be the sabteerwise convergence can slow down. When starting from
atomic charge densitiefCHARG=2), VASP will try to do this automatically by settifdAGMOkd NUPDOWNIONS. The user
can of course overwrite this default by specifying a difféetrdAGMORvhich should still result in the correct total moment).
If one initializes the charge density from the one-electkavefunctions, the initial moment is always correct, beeaVASP
“pushes” the required number of electrons from the down &up component. Initiallizing the chargedensity from the
CHGCAR file (CHARG=1), however, the initial moment is usually incorrect!

If no value is set (o0NUPDOWN1) a full relaxation will be performed. This is also the aleit.

6.37 EMIN, EMAXNEDOSag
EMIN=[real] EMAX[real] NEDOS(integer]

Default

EMIN = — (lowest KS-eigenvalueA)
EMIN = —(highest KS-eigenvalue A)
NEDOS = 301

A = max@0x SIGMA 0.05x [(KSmax min
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EMIN = minimum energy for evaluation of DOS
EMAX = maximum energy for evaluation of DOS
NEDOS= number of grid points in DOS

The first two tags determine the energy-range in eV for whith@DOS is calculated. VASP evaluates the DOS each
NBLOCKsteps and writes the DOS aftdBLOCKKBLOCKsteps to the file DOSCAR. If you are not sure where the region of
interest lies, seEMIN to a value larger thaBMAX

6.38 ISMEAR SIGMA FERWEFERDO SMEARING&g

ISMEAR=-5 — -4 —-3—-2—0—N
SIGMA= [real] FERWE [real array] FERDG& [real array]

Default
ISMEAR = 1
SIGMA = 0.2

ISMEARdetermines how the partial occupancfgsare set for each orbital. For the finite temperature LE¥8MAdetermines
the width of the smearing in eV.
ISMEAR

—1 Fermi-smearing
0 Gaussian smearing

1.N method of Methfessel-Paxton order
Mind: For the Methfessel-Paxton scheme the partial occupanaiebe negative.

—2 partial occupancies are read in from WAVECAR (or INCAR)d&ept fixed throughout run.
If the occupancies are fixed by you, there should be a tag

FERWE = f1 f2 f3 ... f(NBANDS)
and for spin-polarized calculations
FERDO = f1 f2 f3 ... f(NBANDS)

in the INCAR file supplying the partial occupancies for alhda and k-points. The band-index runs fastest. The partial
occupancies must be between 0 and 1 (for spin-polarized amdpin-polarized calculations).

Mind: Partial occupancies are also written to the OUTCAR file, huhis case they are multiplied by 2, i.e. they are
between 0 and 2.

—3 perform a loop over smearing-parameters supplied in ti@AR! file. In this case a tag
SMEARINGS= ismearl sigmal ismear2 sigma2

must be present in the INCAR file, supplying different smeguparametersBRION has to be set to -1 aridSWo the
number of supplied values (ism&arThe first loop is done using the tetrahedron method witscBIl corrections.

—4 tetrahedron method without &thl corrections (use la-centered k-mesh, see sec.5.5)
—5 tetrahedron method with B¢hl corrections (use la-centered k-mesh, see sec.5.5)

For the calculation of thé¢otal energyin bulk materials we recommend the tetrahedron method witich8 corrections
(ISMEAR=-5). This method also gives a good account for the electronisitieof states (DOS). The only drawback is that the
methods is not variational with respect to the partial oezigies. Therefore the calculated forces and the stressrtezs be
wrong by up to 5 to 10 % for metals. For the calculation of phofrequencies based on forces we recommend the method
of Methfessel-Paxton§MEAR>0). For semiconductors and insulatotise forces are correct, because partial occupancies do
not vary and are zero or one.

The method of Methfessel-Paxton (MP) also results in a vecymate description of the total energy, nevertheless the
width of the smearingSIGMA must be chosen carefully (see also 7.4). Too large smeadarmgmeters might result in a
wrong total energy, small smearing parameters requirege leipoint meshSIGMA should be as large as possible keeping
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the difference between the free energy and the total enesgyti{e terméntropy T*S ') in the OUTCAR file negligible (1
meV/atom). In most casé@¢ = 1 andN = 2 leads to very similar results. The method of MP is also théhowof choice for
large supercells, since the tetrahedron method is notcgipéd, if less than three k-points are used.
Mind: Avoid usingISMEAR>0 for semiconductors and insulators, since this often léadscorrect results (The occupancies
of some states might be larger or smaller than 1). For instdatsd SMEAR=0 or ISMEAR=-5.

The Gaussian smearing (GS) method also leads to reasoerahl&srin most cases. Within this method it is necessary to
extrapolate from finiteSIGMAresults toSIGMA=0 results. You can find an extra line in the OUTCAR fiémérgy( SIGMA
— 0) ' giving the extrapolated results. Larg¢GMAvalues lead to a similar error as the MP scheme, but in cdritrabe
MP scheme one can not determine how large the error due toribarig is with systematically reducis§GMA Therefore
the method of MP is more convenient than the GS method. Intiaddin the GS method forces and the stress tensor are
consistent with the free energy and not the energfGMA— 0. Overall the Methfessel-Paxton method is easier to use for
metallic systems.

For further considerations on the choice for the smearinthotksee sections 7.4,8.6. To summarize, use the following
guidelines:

e For semiconductors or insulators use the tetrahedron Md¢iBEMEAR=-5), if the cell is too large (or if you use only a
single or two k-points) usiSMEAR=0 in combination with a smafIGMA=0.05.

e For relaxationsn metalsalways uséSMEAR=1 orISMEAR=2 and an appropriatiGMAvalue (the entropy term should
be less than 1 meV per atonilind: Avoid to uselSMEAR>0 for semiconductors and insulators, since it might cause
problems.

For metals a sensible value is usu&lgMA= 0.2 (which is the default).

e For the calculations of the DOS and very accutatal energycalculations (no relaxation in metals) use the tetrahedron
method [SMEAR=-5).

6.39 LREAL-tag (and ROPTFtag)

LREAL= .TRUE. — .FALSE. ROPT= [real array]
Default
LREAL = .FALSE.

.FALSE. projection done in reciprocal space
.TRUE. projection done in real space, (old, superseddRBAL=0
OnorO projection done in real space,
projection operators are re-optimized
Auto or A projection done in real space,
fully automatic optimization of projection operators
no user interference required

Determines whether the projection operators are evaluateghl-space or in reciprocal space: The non local part ef th
pseudopotential requires the evaluation of an expresgioD;; |Bj >< Bi|gk >. The “projected wavefunction character” is
defined as:

Q Q
Cink =< Bi > — N < Bilr ><r >= — r r
ink [3||(Pnk NFFTZ BI' ‘(Pnk NFFTZB( )(pﬂk( )

g <Bilk+G><k+G|p >= gg(k+G)CGnk-

This expression can be evaluated in reciprocal or real spraceciprocal space (second line) the number of operasoakes

with the size of the basis set (i.e. number of plane-waves)edl space (first line) the projection-operators are cedfio
spheres around each atom. Therefore the number of operatemessary to evaluate o8gx does not increase with the
system size (usually the number of grid points within thedf#sphere is between 500 and 2000). One of the major olestac
of the method working in real space is that the projectiorrajees must be optimized, i.e. all high frequency composient
must be removed from the projection operators. If this isduste 'aliasing’ can happen (i.e. the high frequency comptine
of the projection operators are aliased to low frequencypmments and a random noise is introduced).

Currently VASP supports three different schemes to rembeehigh frequency components from the projectbREAL
= .TRUE. is the simplest one. UREAL = .TRUE. is selected, the real space projectors which haea generated by the
pseudopotential generation code are used. This requiresaranterference. FAlREAL = On the real space projectors are
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optimized by VASP using an algorithm proposed by King-Sneittal.[47]. FOrLREAL = Auto a new scheme [48] is used
which is considerably better (resulting in more localizpdjector functions than the King-Smith et al. method. Tefiane
the optimization procedure the fl&pPPTcan be used iEREAL= Auto orLREAL= On is used.

We recommend to use the real-space projection scheme fensysontaining more than 20 atoms. We also recommend
to use onlyLREAL = Auto (for version VASP.4.4 and newer releases) BRHAL = On (for all other versions). Version 4.4
also supports the old mod®EAL= O to allow calculations that are fully compatible to VASB.4and VASP.3.2). The best
performance is generally achieved WifREAL= Auto, but if performance is not that important you can alseLREAL=.TRUE.
which generally requires less user interference. You cantbkk rest of the paragraph, if you use ohBEAL=.TRUE. .

For LREAL= O andLREAL = A the projection operators are optimized by VASP on the fly. @n startup). Several flags
influence the optimization

e ENCUT(i.e. the energy cutoff), components beyond the energyffcarte removed’ from the projection operators.

e PRECtag specifies how precise the real space projectors shouldnoesets the variabld®OPTaccordingly to the
following values:

PREC=Low 700 points in the real space spheROPF0.67)
ForLREAL=On PREC=Med 1000 points in the real space sphét®@fF1.0)
PREC=High 1500 points in the real space sphé®®RF1.5)

PREC= Low accuracy 10? (ROPE0.01)
PREC=Med accuracy 2 16° (ROPEQ.002)

FOrLREAL=AUI0 ppEc= High  accuracy 2 10* (ROPE2E-4)

These defaults can be superseded by the line
ROPT = one_number_for_each_species

in the INCAR file. For instance
ROPT = 0.7 15

will set the number of real space points within the cutoffesghfor the first species to approximately 700, and that for
the second species to 1500. In VASP.4.4 alternatively thecipion” of the operators can be specified writing i.e.

ROPT = 1E-3 1E-3

In that case the real space operators will be optimized foacmracy of approximately 1meV/atom (). The
“precision” mode works both for LREAL=0On and LREAL=Auto (bto maintain compatibility with older VASP
versions it is only selected HREAL = Auto is specified in the INCAR file). The precision mode is geily switched
on if the value folROPTis smaller than 0.1. The “precision” mode and the conveafiomde can be intermixed, i.e. it
is possible to specify

ROPT = 0.7 1E-3

in that case the number of real space points within the csfulfere for the first species will be approximately 700,
whereas the real space projector functions for the secauespare optimized for an accuracy of approximately 1 meV.
We recommend to use the “precision” mode with a target acgurharound 102 eV/atom if your version supports
this.

If you use the mode in which the number of grid points in thd space projection sphere is specified, you have to
select ROPT carefully, especially if a hard species is mixéh a soft species. In that case the following lines in the
OUTCAR file must be checked (here is the outputlfREAL= On, but that one fotREAL= Auto is quite similar)

Optimization of the real space projectors

12.85
[ 475, 951] = [ 6.33, 25 32] Ry

maximal supplied Q-value
optimization between [QCUT,QGAM]
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Optimized for a Real-space Cutoff 2.30 Angstroem

I X(QCUT) X(cont)  X(QGAM) max X(q) W(q)/X(q) e(spline)

0 9.518 9.484 -004  18.582 11E-03 .16E-06
0 -2.149 -2.145 .001 3.059 17E-03 .25E-06

1 8.957 8.942 .003 9.950 .14E-03 .34E-06
1 1.870 1.870 .001 1.837 .95E-03 .51E-06
2 3.874 3.866 .000 4.764 .15E-03 .68E-07

The meaning oRCUTand QGAMs explained in Sec. 11.5.6. The most important informatgogiven in the column
W(q)/X(q) (respectively the columW/(low)/X(q) for LREAL= Auto). The values in these columnaustbe as small
as possible. If these values are too large, increase the R&Hom the default value. As a rule of thumb the maximum
allowed value in this column is 1§ for PREC= Med. (ForPREC= Low errors might be around 18 and forPREC

= High errors should be smaller than 1. If W(q)/X(q) is larger than 10? the errors introduced by the real space
projections can be substantial. In this c&¥EPTmustbe specified in the INCAR file to avoid incorrect results. & th
new precision mode is used in VASP.4ROPT< 0.1) the code automatically selects the real-space cuidfiat the
required precision is reached.

A few comments for non-experts and experts: Real space mation LREAL= .TRUE.,LREAL= On orLREAL = Auto)
always results in a small (not necessarily negligible) refttoe error is usually a constant energy shift for each atdinypu
are interested in energy differences of a few meV use onlyutations with thesame setuii.e. sameENCUT PREG LREAL
andROPTsetting) for all calculations. For example, if you want tdccdate surface energies recalculate the bulk groundstate
energy with exactly the same setting you are going to uséhfostirface. Another possibility is to relax the surface wédl
space projection, and to do one final total energy calculativh LREAL= .FALSE. to get exact energies. Anyway, RREC
= Med, the errors introduced by the real space projectioruavally of the same order magnitude as those introduced by
the wrap around errors. FBREC= High errors are usually less than Im&REC= Low should be used only for high speed
MD’s, if computer resources are really a problem.

A few notes for experts: There are three parameters for Hispace optimization (see Sec. 11.5.6). First the eneutpfic
(equivalent taQCUTin Sec. 11.5.6) then a value which specifies from which enretdygff the projection operator should be
zero (equivalent t@GAMn Sec. 11.5.6) and the maximal radial extend of the realespagjection operator (equivalent to
RMAXn Sec. 11.5.6). The first parame@€UTis fixed by the energy cutoff, the second one is s€@AaM2*QCUTfor PREC=
Low andPREC= Med, and tcQGAM3*QCUTfor PREG= High. Finally the maximal radial extend of the projectondtions is
determined byROPT(respectively byPRECif ROPTis not specified in the INCAR file).

6.40 GGAtag

GGA=91 — PE—RP —PS — AM
Default —, XC type is chosen according to POTCAR

This tag was added to perform GGA calculation with pseudapiidls generated with conventional LDA reference con-
figurations. The tag is named GGA. Possible options are

with the following meaning:

91 Perdew -Wang 91

PE  Perdew-Burke-Ernzerhof

RP  revised Perdew-Burke-Ernzerhof

AM  AMOS5 (Ref. [49, 50], VASP tests see Ref. [51])

PS  Perdew-Burke-Ernzerhof revised for solids (PBEsolRsfe[52])

The tags AM (AM05) and PS (PBEsol) are only supported by VASE.The AMO5 functional and the PBEsol functional
are constructed using different principles, but both aira decent description of yellium surface energies. In practhey
yield quite similar results for most materials. Both areilae for spin polarized calculations.

6.41 VOSKOWag
VOSKOWNO — 1
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Default
VOSKOWN = 0

Usually VASP uses the standard interpolation for the cati@h part of the exchange correlation functional ifSKOWIS set

to 1 the interpolation formula according to Vosko, Wilk and=4ir[53] is used. This usually enhances the magnetic mamen
and the magnetic energies. Because the Vosko-Wilk-Nustgrgolation is the interpolation usually applied in thentext

of gradient corrected functionals, it is desirable to uge ititerpolation whenever the PW91 functional is appliedtiSg
this tag is not required for the PBE or PBEsol functionalgsithese functional strictly follow the original publicatis and
disregard this flag entirely (this implicitly implies thdte correlation energy is interpolated according to Voskdk\ahd
Nusair[53]).

6.42 GGACOMPATag

GGACOMPAE .TRUE. — .FALSE.
Default

GGACOMPAT = .TRUE.

For gradient corrected functionals the exchange corogldtinctional might break the symmetry of the Bravais latgtightly
for non cubic cells (this includes primitive fcc and bccilzs). The origin of this problem is subtle and relates tddleéthat
the gradient field breaks the lattice symmetry for non-cldtiices. To fix this, a spherical cutoff is applied to thedjest
field for GGACOMPAT = .FALSE, e.g. for all reciprocal lattice vectof3 that exceed a certain cutoff lengB; the gradient
field as well as the charge density is set to zero before @lnglthe exchange correlation energy and potential. Thaffcu
Geut is determined automatically so that the cutoff sphere iy fakcribed in the parallelepiped defined by the FFT grid in
the reciprocal space.

This flag restores the full lattice symmetry for gradientreoted functionals, and we therefore recommend to set

GGA_COMPAT = .FALSE.

for all gradient corrected calculations. For compatipitiéasons, the default ZGGACOMPAT = .TRUE.until VASP.5.2. How-
ever, setting the flag usually changes the energy only indbenseV energy range (0.1 meV), and for most results it does
matter little howGGACOMPATS set. The most important exception are magnetic anisesofor which we strongly recom-
mend to seGGACOMPAT = .FALSE.

6.43 meta-GGAs

METAGGA TPSS — RTPSS — M0O6L — MBJ
Default

METAGGA = none

e METAGGA TPSS, RTPSS, or MO6L
The implementation of the TPSS and RTPSS (revised-TPSfgpasistent meta-generalized gradient approximation
within the projector-augmented-wave method in VASP is ulised by Suret al. [140] For details on the M06-L
functional read the paper of Zhao and Truhlar. [141]

¢ METAGGA MBJ
The modified Becke-Johnson exchange potential in combimatith L(S)DA-correlation [142, 143] yields band gaps
with an accuracy similar to hybrid functional or GW methadolst computationally less expensive (comparable to stan-
dard DFT calculations). The modified Becke-Johnson pdakistia local approximation to an atomic exact-exchange
potential plus a screening term and is given by:

2
VP = V() + (3e-2) T o 2L,

wherepg denotes the electron density, the kinetic energy density, angr(r) the Becke-Roussel potential:

]

bg(r)
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The Becke-Roussel potential was introduced to mimic thel@ol potential created by the exchange hole. It is local
and completely determined Ips, Opg, 0%pg, andts. The functionby is given by:

be = e /(8po)]3,

= 1 ()] Y2
CG+B<Vceu/cen p(r’) dr) (6.4)

wherea andp are two free parameters, that may be set by means 6éMBdAandCMBJBtags, respectively. The defaults

of a = —0.012 (dimensionless) arfél= 1.023 a(l,/2 were chosen such that for a constant electron density rgulél
LDA exchange is recovered. Alternatively one may also settmarameter directly, by means of tG&Bdtag:

CMBJ=[real (array)] (DefaultCMB¥ calculated selfconsistently)

and

TheCMBJtag can be set in the following ways:

— One may specify one entry per atomic type
CMBJ =clc?2..cn

where the order and numbeis in accordance with atomic types in y®R@®SCARile. The MBJ exchange potential
at a pointr will then be calculated using the parameatdbelonging to the atomic species of the atomic site nearest
tor.

— Specify a constant
CMBJ = ¢

If CMBJis not set, it will be calculated from the density at each tetedc step, in accordance witMBJAandCMBJB
from Eq. 6.4 above:

CMBJA= [real] (Default:CMBJA—0.012),CMBJB= [real] (Default:CMBJB-1.023).

N.B.I: The MBJ functional is gotential-onlyfunctional,i.e., there is no corresponding MBJ exchange-correlation
energy, insteall. is taken from L(S)DA. This means MBJ calculations can neeesddf-consistent with respect to the
total energy, which in turn means we can not compute Hellrfegynman forcesi.g., no ionic relaxation etc). These
calculations aim solely at a description of the electromapgrties, primarily band gaps.

N.B.1l: MBJ calculations tend to diverge for surface caltidns. In the vacuum, where the electron dengitgnd
kinetic energy density are (close to) zero, the functional becomes unstable.

Beware meta-GGA calculations requiROTCARiles that include information on the kinetic energy densityhe core-
electrons. To check whether a particlP&TCARcontains this information, type:

grep kinetic POTCAR
This should yield at least the following lines (for each edgrhon the file):

kinetic energy-density
mkinetic energy-density pseudized

and for PAW datasets with partial core corrections:

kinetic energy density (partial)

6.43.1 LMAXTAU

LMAXTAU= . TRUE. — .FALSE.
Default

LMAXTAU = 6 if LASPH=.TRUE.
= Oelse
By means ofLMAXTAUone can set the maximubrquantum number included in the PAW one-center expansidheof
kinetic energy density. The PAW one-center expansion ofitiesity has component up to and including: 2lmay, Where
Imaxis thel-quantum number of the partial waves on B@&TCAKile, with the highest angular moment. If the PAW one-center
expansion of the density has component up,tthen the one-center expansion of the kinetic energy dehag& components
up toL + 2.
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This means that as a rule of thumb, feelementsiMAXTAE2, for p: LMAXTAE4, and ford: LMAXTAE®6. If you are
willing to live with the computational costs, the default fdAXTAUshould be safe in all cases, except those involving
f-elements.

N.B.: It is recommended to s€ASPH-.TRUE., when using meta-GGA functionals, since thesenafsult in aspherical
charge densities (see Sec. 6.44).

6.43.2 LMIXTAU

LMIXTAU= .TRUE. — .FALSE.
Default

LMIXTAU = .FALSE.

For the density mixing schemes to work reliably, the chamgesity mixer must be aware of all quantities that affect the
total energy during the self-consistency cycle. For a siethdFT functional, this is solely the charge density. Ineca
meta-GGAs, however, the total energy depends on the kiar&yy density as well.

In many cases the density mixing scheme works well enoughowitpassing the kinetic energy density through the
mixer, which is whyLMIXTAU=.FALSE., per default. However, when the selfconsistenmfecfails to converge for one of
the density-mixing algorithms (for instand&|.GO=38 or 48), one may séMIXTAU=.TRUE. to have VASP pass the kinetic
energy density through the mixer as well.

6.44 LASPHtag

LASPH=.TRUE. — .FALSE.
Default

LASPH = .FALSE.

Usually VASP calculates only the spherical contributiorttie gradient corrections inside the PAW spheres (non-geri
contributions for the LDA part of the potential and the Haetipotential are always included).

Using LASPH= .TRUE., VASP also includes non-spherical contributiormf the gradient corrections inside the PAW
spheres. For VASP.4.6, these contributions are only iradud the total energy, after self-consistency has beerheshc
disregarding the aspherical contributions in the gradientections.

For VASP.5.X the aspherical contributions are properlyaoted for in the Kohn-Sham potential as well. This is esaknt
for accurate total energies and band structure calcukafmrf-elements (e.qg. ceria), all 3d-elements (transitietal oxides),
and magnetic atoms in the 2nd row (B-F atom), in particul&DA+U or hybrid functionals or meta-GGAs are used, since
these functionals often result in aspherical charge dessit

6.45 DIPOL-tag (VASP.3.2 only)

DIPOL =[real array ]
Default —

For VASP.4.X behavior please refer to section 6.64. It issgiads to calculate the total dipole-moment in the cell, gdime
option
DIPOL = center of cell (in direct coordinates)

Mind: the calculation of the dipole requires a definitiontod tenter of the cell, and results might differ for differpositions.
You should use this option only for surfaces and isolatedegudes. In this case use the center of mass for the positon (f
surface only the component normal to the surface is meauingf

The main problem is that the definition of the dipole 'des&’diie translational symmetry, i.e. the dipole is defined as

/(r — Recenter) Pions+valencd dr. (6.5)

Now this makes only sense @yns valencedrops to zero at some distance frédgnier If this is not the case, the values are
extremely sensible with respect to changeRdghter

6.46 ALGOtag

ALGO= Normal — VeryFast — Fast — Conjugate — All — Damped — Subrot 4geval — None — Nothing — Exact
— Diag
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Default
ALGO = Normal

TheALGOtag is a convenient option to specify the electronic minatien algorithm in VASP.4.5 and later versions. Except
for “None” and “Nothing”, “Exact” and “Diag” (which must bepelled out), the first letter determines the applied albarit
Conjugate, Subrot, Eigenval, Exact, None and Nothing algsaupported by VASP.5.2.12 and newer versions.
ALGO= Normal selectdALGO = 38 (blocked Davidson iteration scheme), wher&a80= Very_Fast select$ALGO = 48
(RMM-DIIS). A faily robust mixture of both algorithm is satted forALGO= Fast. In this case, DavidsoA(GO = 38) is
used for the initial phase, and then VASP switches to RMMSOIALGO = 48). Subsequencly, for each ionic update, one
IALGO = 38 sweep is performed for each ionic step (except the first.on

The “all band simultaneous update of orbitals” can be setbasingALGO= Conjugate 0ALGO= All (IALGO = 58, in both
cases the same conjugate gradient algorithm is used). Aethagbocity friction algorithm is selected usiAgGO= Damped
(IALGO = 53).ALGO= Subrot selects subspace rotation or diagonalizationeistio-space spanned by the calculdBANDS
orbitals (ALGO = 4). ALGO= Exact orALGO= Diag performs an exact diagonalizatidALGO = 90), and we recommend to use
this if more than 30-50 % of the states are calculated (et@>¥ or RPA calculations)ALGO= Eigenval allows to recalculate
one electron energies, density of state and perform sel@ustprocessing using the current orbitédd GO = 3) e.g. read
from WAVECAR. ALGO= None orALGO= Nothing allows to recalculate the density of states (eigkres from WAVECAR,
e.g. using different smearing or tetrahedron method) dioparother selected postprocessing using the currentadskaind
one electron energietALGO = 2) e.g. read from WAVECAR.

See next sections for details (6.47).

6.47 IALGO, and LDIAG-tag
IALGO = 38 — 48 LDIAG = .TRUE. — .FALSE.

Default
IALGO = 8for VASP.4.4 and older
= 38for VASP.4.5, VASP.4.6 and VASP.5.2 AEGOQis not set)
LDIAG = .TRUE.
IALGO = integer selecting algorithm

LDIAG = perform sub space rotation

Please mind, that the VASP.4.5 defaultAtGO = 38 (a Davidson block iteration schem&LGO = 8 is not supported
for copyright reasons in VASP.4.5, bid GO = 38 is roughly 2 times faster for large systems th&rGO = 8 and at least as
stable. You can select the algorithm also by setib@3 Normal — Fast — VeryFast in the INCAR file (see Sec. 6.46).
IALGO selects the main algorithm, andDIAG determines whether a subspace—diagonalization is pezthrior not.We
strongly urge the users to set the algorithms &0 Algorithms other than those available @GO are subject to in-
stabilities.

Generally the first digit ofALGO specifies the main algorithm, the second digit controls tiaad settings within the
algorithm. For instance 4X will always call the same roufioethe electronic minimization the second digit X contrtiie
details of the electronic minimization (preconditioning.g

Mind: All implemented algorithms will result in the same resulk, ithey will correctly calculate the KS groundstafe,
they convergeThis is guaranteed because all minimization routines hissame set of subroutines to calculate the residual
(correction) vectorl — €S)|@) for the current orbitalgp and they are considered to be converged if this correctiatove
becomes smaller than some specified threshold. The onbrelifte between the algorithms is the way this correctiotovec
is added to the trial orbital and therefore the performari¢dheoroutines might be quite different.

The most extensive tests has been don&MdBO = 38 (ALGO = 8 before VASP.4.5)f random vectorsINIWAV = 1) are used
for the initialization of the orbitals, this algorithm alwa gives the correct KS groundstate. Therefore, if you haofelgms
with IALGO = 48 (ALGO= Fast) switch tolALGO = 38.

List of possible settings fdALGO.

-1 Performance test.

VASP does not perform an actual calculations — only some itapb parts of the program will be executed and the
timing for each part is printed out at the end.

5-8 Conjugate gradient algorithm (section 7.1.5)
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Optimize each band iteratively using a conjugate gradilgairahm. Subspace-diagonalization before conjugatdigra
ent algorithm. The conjugate gradient algorithm is usedotintze the eigenvalue of each band.

Sub-switches:
5 steepest descent
6 conjugated gradient
7 preconditioned steepest descent
8 preconditioned conjugated gradient

IALGO = 8 (VASP-releases older than VASP.4.5) is always fast&isO = 5-7 are only implemented for test purpose.

Please mind, thdALGO =8 is not supported by VASP.4.5, since M. Teter, Corning andP®yne hold a patent on this
algorithm,

38 (ALGO=N) Kosugi algorithm (special Davidson block iteration eofe) (see section 7.1.6)

This algorithm is the default in VASP.4.6 and VASP.5.X. Ittiogizes a subset dfiSIM bands simultaneously (Sec.
6.48). The optimized bands are kept orthogonal to all otlaerdb. If problems are encountered with the algorithm,
try to decreas@&iSIM. Such problems are encountered, if linear dependenciedagein the search space. By reducing
NSIM the rank of the search space is decreased.

44-48 QLGO= F) Residual minimization method direct inversion in trerdtive subspace (RMM-DIIS see section 7.1.4 and
7.1.7)

The RMM-DIIS algorithm reduces the number of orthonormatian steps (0¢%)) considerably and is therefore much
faster thaALGO = 8 andIALGO = 38, at least for large systems and for workstations with allsmemory band width.
For optimal performance, we recommend to use this switcethmy withLREAL= Auto (Section 6.39). The algorithm
works in a blocked mode in which several bands are optimizedeasame time. This can improve the performance
even further on systems with a low memory band width (see, ldfwult is presentl}NSIM = 4).

The following sub-switches exist:

44  steepest descent eigenvalue minimization
46 residuum-minimization + preconditioning
48 preconditioned residuum-minimizatiolGO= F)

IALGO = 48 is usually most reliabldALGO = 44 and 46 are mainly for test purposes).

ForlALGO =4X, a subspace-diagonalization is performed before thidwal vector minimization, and a Gram-Schmidt
orthogonalization is employed after the RMM-DIIS step.tie RMM-DIIS step, each band is optimized individually
(without the orthogonality constraint); a maximumNiAViterative steps per band are performed for each band. The
default forNDAVis NDAV=4 and we we recommend to leave this value unchanged.

Please mind, that the RMM-DIIS algorithm can fail in rareesssvhereal®ALGO = 38 did not fail for any system tested
up to date. Therefore, if you have problems WAhGO = 48 try first to switch tdALGO = 38.

However, in some cases the performance gains dl&L@0 = 48 are so significant th&ALGO = 38 might not be a
feasible option. In the following we try to explain what to dldALGO = 48 does not work reliably:

In general two major problems can be encountered when USiIGE = 48: First, the optimization of unoccupied bands
might fail for molecular dynamics and relaxations. This é&ause our implementation of the RMM-DIIS algorithm
treats unoccupied bands more “sloppy” then occupied bamsdsdection 6.50) during MD's. The problem can be solved
rather easily by specifyind/EIMIN= 0 in the INCAR file. In that case all bands are treated acely.at

The other major problem — which occurs also for static calboihs — is the initialization of the orbitals. Because the
RMM-DIIS algorithm tends to find eigenvectors which are eltise the initial set of trial vectors there is no guarantee
to converge to the correct ground state! This situation isllg very easy to recognize; whenever one eigenvector is
missing in the final solution, the convergence becomes stalveaend (mind, that it is possible that one state with
a small fractional occupancy above the Fermi-level is mgsilf you suspect that this is the case switchGHARG

= 12 (i.e. no update of charge and Hamiltonian) and try toutate the orbitals with high accuracy (19. If the
convergence is fairly slow or stucks at some precision, thiRDIIS algorithm has problems with the initial set of
orbitals (as a rule of thumb not more than 12 electronic iiena should be required to determine the orbital for the
default precision fofCHARG= 12). The first thing to do in that case is to increase the nurabbands KBAND$ in

the INCAR file. This is usually the simplest and most efficiéint but it does not work in all cases. This solution is
also undesirable for MD’s and long relaxations becausecite@ses the computational demand somewhat. A simple
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alternative — which worked in all tested cases — is tolAE€0 = 38 (Davidson) for a few non selfconsistent iterations
and to switch then to the RMM-DIIS algorithm. This setup iscmatically selected wheALGO= Fast is specified in
the INCAR file (IALGO must not specified in the INCAR file in thigse).

The final option is somewhat complicated and requires anrmstateding of how the initialization algorithm of the
RMM-DIIS algorithm works: after the random initializatioof the orbitals, the initial orbitals for the RMM-DIIS
algorithm are determined during a non selfconsistent stafescent phase (the number of steepest descent sweeps is
given byNELMDL. default isSNELMDE-12 for RMM-DIIS, section 6.17). During this initial phage each sweep, one
steepest descent step per orbital is performed betweerseadpace rotation. This "automatic” simple steepest desce
approach during the delay is faced with a rather ill-conditid minimization problem and can fail to produce reasanabl
trial orbitals for the RMM-DIIS algorithm. In this case theantity in the column "rms” will not decrease during the
initial phase (12 steps), and you must improve the conditgof the problem by setting tHeNINI parameter in the
INCAR file. ENINI controls the cutoff during the initial (steepest descehgge foALGO = 48. Default forENINI is
ENINI = ENCUT If convergence problems are observed, start with a sligimiallerENINI ; reduceENINI in steps of
20 %, till the norm of the residual vector (column "rms”) deases continuously during the first 12 steps.

A final note concerns the mixin¢gALGO = 48 dislikes too abrupt mixing. Since the RMM-DIIS algoritlalways stays
in the space spanned by the initial orbitals, and too stroxghm (largeAMIX, smallBMIX) might require to change the
Hilbert space, the initial mixing must not be too strong lgltGO = 48. Try to reducMIX and increas&MIX if you
suspect such a situation. IncreasNBANDSalso helps in this situation.

53-58 Treat total free energy as variational quantity angimmize the functional completely selfconsistently.

This algorithm is based on an idea first proposed in Refs.32931]. The algorithm has been carefully optimized and
should be selected for Hartree-Fock type calculations.pFasent version is rather stable and robust even for netalli
systems. Important sub-switches:

53 damped MD with damping term automatically determinedhgydiven time-stepALGO= D)
54 damped MD (velocity quench or quickmin)
58 preconditioned conjugated gradieAtGO= A)

FurthermoreLDIAG determines, whether the subspace rotation matrix (rotatiatrix in the space spanned by the
occupied and unoccupied orbitals) is optimized. The curdefault iSLDIAG = .TRUE. selecting the algorithm pre-
sented in Ref. [32]. This allows for efficient groundstatkeatations of metals and small gap semiconductoP$AG =
.FALSE. selects Loewdin perturbation theory for the subspatation matrix[14] which is much faster but generally
significantly less stable for metallic and small gap systems

The preconditioned conjugate gradie®LGO = 58, ALGO= A) algorithm is recommended for insulators. The best
stability is usually obtained if the number of bands equal the number of electrons (non spin polarized case). In
this case, the algorithm is fairly robust and fool proof ariglmheven outperform the mixing algorithm.

For small gap systems and for metals, it is however usuatjyired (metals) or desirable (semiconductors) to use a
larger value foNBANDSIn this case, we recommend to use the damped MD algorithinGQ = 53, ALGO= Damped)
instead of the conjugate gradient one.

The stability of the all bands simultaneously algorithmpeatels strongly on the setting ®ME. For the conjugate
gradient cas€elIME controls the step size in the trial step, which is requiredrifer to perform a line minimization

of the energy along the gradient (or conjugated gradieetssetion 6.22 for details). Too small steps make the line
minimization less accurate, whereas too large steps cae ¢astabilities. The step size is usually automaticalfest

by the actual step size minimizing the total energy alonggtlaglient (values can range from 1.0 for insulators to 0.01
for metals with a large density of states at the Fermi-level)

For the damped MD algorithmALGO = 53, ALGO= Damped), a sensibl[EIME step is even more important. In this
caseTIME is not automatically adjusted, and the user is entirelyonsible to chose an appropriate value. Too small
time-steps slow the convergence significantly, whereatarge values will always lead to divergence. It is sensible t
optimize this value, in particular, if many different confrgtions are considered for a particular system. It is recom
mended to start with a small step siBME, and to increas@IME by a factor 1.2 until the calculations diverge. The
largest stable ste@ME should then be used for all calculations.

The final algorithmALGO = 54 also uses a damped molecular dynamics algorithm anctjesithe velocities to zero
if they are antiparallel to the present forces (quick-mihjs usually not as efficient d8LGO = 53, but it is also less
sensitive to theTIME parameter. (for detail please also read section 6.22).

Note: it is very important to set thHEME tag for these algorithms (see section 6.51)
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2 Orbitals and one-electron energies are kept fixed. On&refeaccupancies and electronic density of states (DOS) are
however, recalculated. This option is only useful if a poenerged WAVECAR file is read. The option allows to run
selected post-processing tasks, such as local DOS, orttrésice code to Wannier90.

3 Orbitals (one-electron wavefunctions) are kept fixed.-@legetron energies, one electron occupancies, band wteuct
energies, and the electronic density of states (DOS) areegliss, the total energy are recalculated for the present
Hamiltonian. This option is only useful if a pre-converged\WECAR file is read. The option also allows to run
selected post-processing tasks, such as local DOS, ortdrésice code to Wannier90.

4 Orbitals are updated by applying a sub-space rotationtheeHamiltonian is evaluated in the space spanned by the
orbitals (read from WAVECAR), and one diagonalization istBpace is performed. No optimization outside the
subspace spanned by the orbitals is performed.

Note: ifNBANDSs larger or equal to the total number of plane waves, the ltesgione-electron orbitals are exact.

15-18 Conjugate gradient algorithm

Subspace-diagonalization after iterative refinement efdigenvectors using the conjugate gradient algorithms Thi
switch is for compatibility reasons only and should not beduany longer. Generallp\LGO = 5-8 is preferable, but
was not implemented previous to VAMP 1.1.

Sub-switches as above.

28 Conjugate gradient algorithm (section 7.1.5)
Subspace-diagonalization before conjugate gradientitign
No explicit orthonormalization of the gradients to theltaebitals is done.
This setting saves time, but does fail in most cases — maiclyded for test purpose. THLGO = 4X instead.

90 Exact Diagonalization. This flag selects an exact dialjgateon of the one-electron Hamiltonian. This requireaialy
large amount of memory, and should be selected with caulipacifically, we recommend to select this algorithm for
RPA orGW calculations, if many unoccupied orbitals are calculatadré than 30-50 % of the states spanned by the

full plane wave basis). To speed up the calculations, wemewend to perform a routine groundstate calculation before
calculating the unoccupied states.

6.48 NSIM-tag
NSIM = [integer ]
Default

NSIM - 4 If NSIM is specified in VASP.4.4 and newer versions, the RMM-DIISdthm (ALGO = 48) works

in a blocked mode. In this casiSIM bands are optimized at the same time. This allows to use xwatirix operations
instead of matrix-vector operation for the evaluationshef mon local projection operators in real space, and migigdpp
calculations on some machines. There should be no differi@rtbe total energy and the convergence behavior betivgih
=1 andNSIM > 1, only the performance should improve.

6.49 Mixing-tagsiMIX , INIMIX , MAXMIX AMIX, BMIX, AMIX_.MAG BMIX_MAG AMIN, MIXPRE WC

IMIX = [integer] INIMIX = [integer] MIXPRE= [integer] MAXMIX= [integer]
AMIX = [real] AMIN = [real] AMIX_MAG= [real] BMIX = [real] BMIX_MAG= [real] WC= [real]
please rely on these defaults:

Default

US-PP PAW
IMIX = 4 4
AMIX = 0.8 0.4
BMIX = 1.0 1.0
WC = 1000. 1000.
INIMIX = 1 1
MIXPRE = 1 1
MAXMIX = -45 -45
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IMIX = type of mixing

AMIX = linear mixing parameter

AMIN = minimal mixing parameter

BMIX = cutoff wave vector for Kerker mixing scheme
AMIX.MAG = linear mixing parameter for magnetization

BMIX.MAG = cutoff wave vector for Kerker mixing scheme for mag.
WC = weight factor for each step in Broyden mixing scheme
INIMIX = type of initial mixing in Broyden mixing scheme
MIXPRE = type of preconditioning in Broyden mixing scheme
MAXMIX = maximum number steps stored in Broyden mixer

MAXMIXis only available in VASP.4.4 and newer versions, and itliergily recommended to use this option for molecular
dynamics and relaxations.
With the default setting, a Pulay mixer[26] with an initigl@roximation for the charge dielectric function accordinéferker,

Ref. [41]
2

AMTX x min( AMIN) (6.6)

G2 4+ BMIX?’
is used. This is a very safe setting, resulting in good cajargze for most systems. In VASP.4.X for magnetic systenes, th
initial setup for the mixing parameters for the magnetmatiensity can be supplied seperately in the INCAR file. The de
faults for AMIX, BMIX, AMIX_.MAGandBMIX_MAGare different from non magnetic calculations:

US-PP PAW
AMIX = 04 0.4
AMIN = 01 0.1
BMIX = 10 1.0
AMIXMAG = 1.6 1.6

BMIX-MAG = 1.0 1.0

The above setting is equivalent to an (initial) spin enhame factor of 4, which is usually a reasonable approxinmmatio
There are only a few other parameter combinitions which @atmnied, if convergence turns out to be very slow. In particul
for slabs, magnetic systems and insulating systems (elgcoies and clusters), an initial “linear mixing” can rdsulfaster
convergence than the Kerker model function. One can thex#fp to use the following setting

AMIX = 0.2
BMIX = 0.0001 ! almost zero, but 0 will crash some versions
AMIX.MAG = 0.8
BMIX.MAG = 0.0001 ! almost zero, but 0 will crash some versions

In VASP.4.x the eigenvalue spectrum of the charge dieleat@trix is calculated and written to the OUTCAR file at each
electronic step. This allows a rather easy optimizatiorhefrhixing parameters, if required. Search in the OUTCAR fite f

eigenvalues of (default mixing * dielectric matrix)

The parameters for the mixing are optimal if the mean eigeeva 1, and if the width of the eigenvalue spectrum is mirima
For an initial linear mixing BMIX~0) an optimal setting foA (AMIX) can be found easily by settimp: = Acurrent* ' mean
For the Kerker scheme eith&ror qq (i.e. AMIX or BMIX) can be optimized, but we recommend to change 8MX and keep
AMIX fixed (you must decrea®MIX if the mean eigenvalue is larger than one, and incr8dX if the mean eigenvalue is
smaller than one).

One important option which might help to reduce the numbédtesétions for MD’s and ionic relaxations is the option
MAXMIX which is only available in up from VASP.4.MAXMIXspecifies the maximum number of vectors stored in the Broy-
den/Pulay mixer, in other words it corresponds to the makianak of the approximation of the charge dielectric funitio
build up by the mixerMAXMIXcan be either negative or positive. If a negative value isifipd for MAXMIXthe mixer is reset
after each ionic step or if the number of electronic stepgseds abs(IAXMIX (this is the default and similar to the behavior of
VASP.4.3 and VASP.3.2). MAXMIXis positive, the charge density mixer is only reset if theage capabilities are exceeded.
The reset is done “smoothly” by removing the five oldest viecfmm the iteration history. Therefore NFAXMIXis positive,
the approximation for the charge dielectric function whigds obtained in previous ionic steps is “reused” in the curi@nic
step, and this in turn can reduce the number of electronis staring relaxations and MD's. Especially for relaxatiarigch
start from a good ionic starting guess and for systems withomg charge sloshing behavior the speedup can be sigrifican
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We found that for a 12 A long box containing 16 Fe atoms the remobelectronic iterations decreased from 8 to 2-3 when
MAXMIXwas set to 40. For a carbon surface the number of iteratiooiedsed from 7 to 3. At the same time the energy
stability increased significantly. But be careful — thisioptincreases the memory requirements for the mixer coredidig
and thus the option is not recommended for systems were elstwghing is negligible anyway (like bulk simple metals).
The optimal setting foMAXMIXis usually around three times the number of electronic stegsired in the first iteration. Too
large values foMAXMIXmight cause the code to crash (because linear dependertiesgn input vectors might develop).
Please go to the next section if you are not interested in & ahetailed dicussion of the flags that influence the mixer.

IMIX determines the type of mixing

0 no miXing @mixed = pout)
1 Kerker mixing, the mixed output density is given by
2

pmix<G) = pin(G) + AMIXm

(pout(G) — Pin (G>) (6-7)
If BMIX is very small i.eBMIX = 0.0001, a simple straight mixing is obtained. Please nitmatBMIX = 0 might cause
floating point exceptions on some platforms.

2 A variant of the popular Tchebycheff mixing scheme is ug@H[In our implementation a second order equation of
motion is used, that reads:

GZ

5in(G) = 2% AMIX ———
Pin(G) = 2 G2 4+ BMIX?

(Pout(G) — pin(G)) — UPin(G),

W is supplied by the paramet@&MIN in the INCAR file. A simple velocity Verlet algorithm is used integrate this
equation, and the discretized equation reads (the indexiNrefers to the electronic iteratioR, is the force acting on
the charge):

f)N+1/2 = ((1— “/2)6N—1/2 + 2% 'EN) /(1+1/2)

2

F(G) = AMIX (Pout(G) — pPin(G))

G2 +BMIX?
PN+ =Pnr1+ 5N+1/2

For BMIX = 0, no model for the dielectric matrix is used. It is easy to, skat foru = 2 a simple straight mixing

is obtained. Thereforg = 2, corresponds to maximal damping, and obvioyskt 0 implies ho damping. Optimal

parameters fop and AMIX can be determined by converging first with the Pulay mixigtlX =4) to the groundstate.

Then the eigenvalues of the charge dielectric matrix asngivehe OUTCAR file must be inspected. Search for the

last orrurance of

eigenvalues of (default mixing * dielectric matrix)

in the OUTCAR file. The optimal parameters are then given by:

AMIX AMIX(as used in Pulay run)* smallest eigenvalue
AMIN=p  2*SQRT(smallest eigenvalue/ largest eigenvalue)

4 Broyden’s 2. method[24, 25], or Pulay’s mixing method [2#¢pending on the choice 8§

A reasonable choice f&dMINis usually 0.4AMIX depends very much on the system, for metals this paramataliyibas to
be rather small i.eAMIX = 0.02.

The parameterd/CINIMIX andMIXPREare meaningful only for the Broyden scheme:

WCdetermines the weight factors for each iteration

> 0 set all weights identical té/C(resulting in Pulay’s mixing method), up to now Pulay’s stigewas always superior to
Broyden’s 2nd method.

=0 switch to Broyden’s 2nd method, i.e. set the weight for #st step equal to 1000 and all other weights equal to 0.

< 0 try some automatic setting of the weights accordingVigr = 0.01x |WC|/||Pout — Pin||precond In order to set small
weights for the first steps and increasing weights for thedteps (not recommended — this was only implemented
during the test period).
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INIMIX determines the functional form of the initial mixing matiixe. G° for the Broyden scheme). The initial mixing
matrix might influence the convergence speed for completins (especially surfaces and magnetic systems), theless
INIMIX must not be changed from the default setting: anything wb@hbe done wittNIMIX can also be done withMIX
andBMIX, and changindMIX andBMIX is definitely preferable.

Anyway, possible choices foRIMIX are:

0 linear mixing according to the setting AMIX

1 Kerker mixing according to the settingsAflIX andBMIX

2 no mixing (equal taNIMIX =2 andAMIX = 1, not recommended)
MIXPREdetermines the metric for the Broyden scheme

0 no preconditioning, metric=1

1 "inverse Kerker” metric with automatically determinBMIX (determined in such a way that the variation of the pre-
conditioning weights covers a range of a factor 20)

2 "inverse Kerker” metric with automatically determinBlIX (determined in such a way that the variation of the pre-
conditioning weights covers a range of a factor 200)

3 "inverse Kerker” metric witlBMIX from INCAR, for G > 0 the weights for the metric are given by

BMIX?

P(G) =1+~

(6.8)

(implemented during test period, do not use this setting)

The preconditioning is donenly on the total charge density (i.e. up+down component) anémdbhe magnetization charge
density (i.e. up-down component). Up to now we have foundititeoduction of a metric always improves the convergence
speed. The best choice is therefohXPRE=1 (i.e. the default).

6.50 WEIMIN, EBREAKDEPER-tags

WEIMIN=[ real ] EBREAK= [ real ] DEPER=[real ]

Defaults
WEIMIN = 0.001 for dynamic calculatioBRION >= 0
= 0 for static calculatiohBRION = —1 These tags allow fine tuning of the iter-
EBREAK = EDIFF/N-BANDS/4
DEPER = 0.3

ative matrix diagonalization and should not be changedy Ene optimized for a large variety of systems, and changirg o
of the parameters usually decreases performance or carsenan up the iterative matrix diagonalization totally.

WEIMIN = maximum weight for a band to be considered empty

EBREAK= absolute stopping criterion for optimization of eigemel

DEPER= relative stopping criterion for optimization of eigerwal
In general, these tags control when the optimization of glsiband is stopped within the iterative matrix diagondiaa
schemes:

Within all implemented iterative schemes a distinctionsstn empty and occupied bands is made to speed up calcu-
lations. Unoccupied bands are optimized only twice, whe@upied bands are optimized up to four times till another
break criterion is met. Eigenvalue/eigenvector pairs fhicl the partial occupancies are smaller th&IMIN are treated as
unoccupied states (and are thus only optimized twice).

EBREAKdetermines whether a band is fully converged or not. Optation of an eigenvalue/eigenvectors pair is stopped
if the change in the eigenenergy is smaller tRBREAK

DEPERIs a relative break-criterion. The optimization of a bandtigpped after the energy change becomes smaller than
DEPERmultiplied with the energy change in the first iterative agifiation step. The maximum number of optimization steps
is always 4.
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6.51 TIME-tag

TIME =[real ]
Default
TIME = 04

TIME controls the trial time step for IALGO=5X, for the initialttepest descent) phase of IALGO=4X.

6.52 LWAVEtag, LCHARGag
LWAVE= .TRUE. — .FALSE.  LCHARG= .TRUE. — .FALSE.

Default
LWAVE = .TRUE.
LCHARG = .TRUE.

Available up from VASP/VAMP version 2.0. These tags determivhether the orbitals (file WAVECAR), the charge
densities (file CHGCAR and CHG) are written.

6.53 LVTOTtag, and core level shifts

LVTOT=.TRUE. — .FALSE.
Default

LVTOT = .FALSE.

This tag determines whether the total local potential (fl@QPOT ) is written. Note that in VASP.5.2.12, the default is
to write the entire local potential, including the exchacgerelation potential (see also Sec. 6.54MHAR=.TRUE. only the
ionic and Hartree potential are written to the file, recavgithe behaviour of older VASP versions).

VASP also calculates the average electrostatic poteritedeh ion. This is done, by placing a test charge with the norm
1, at each ion and calculating

Vi, = /V(r)ptesl(|r —Ra)d%

The spatial extend of the test charge is determine@MUG(see Sec. 6.10), so that calculations can be compared only if
ENAUGdSs kept fixed. The change of the core level shiitbetween to models can be calculated by the simple formula

/1 1 /2 2
Ac= Vn —&Fermi— (Vn - 8Fermi)v

whereV,! andV;? are the electrostatic potentials at the core of an ion fofitseand second calculations, respectively, and
€tomiande2,, . are the Fermi levels in these calculations. Clearly, the tarel shift is the same for all core electrons in this
simple approximation. In addition, screening effects aretaken into account.

6.54 LVHARtag

LVHAR= .TRUE. — .FALSE.
Default

LVHAR = .FALSE.

This tag is available in VASP.5.2.12 and newer version. tedrines whether the total local potential (file LOCPQOT )
contains the entire local potential (ionic plus Hartreespichange correlation) or the electrostatic contribstiamly (ionic
plus Hartree). Note that in VASP.5.2.12, the default is tdawhe entire local potential, including the exchange elation
potential.

6.55 LELF-tag

LELF = .TRUE. — .FALSE.
Default

LELF —  FALSE. Available up from VASP version 3.2. THELF flag determines whether to create an ELFCAR
(see section 5.20) file or not. This file contains the so-dalleF (electron localization function
For further information see e.g. Nature 371 (1994) 683-68B@in-line documentation of the file elf.F.
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6.56 ICORELEVEL-tag, and core level shifts

ICORELEVEL =1—2

VASP supports two options to calculate changes in the cost &mergies. A detailed documentation of the implementa-
tion is presently missing, we however refer to [131] andnexiees therein for a overview.

The simpler optionlCORELEVEL = 1) calculates the core levels in the initial state appration, which just involves re-
calculating the KS eigenvalues of the core states aftefagnsistent calculation of the valence charge den€iQRELEVEL
=1 is a little bit more involved than the calculations usii®JOT= .TRUE., since the Kohn-Sham energy of each core state
is recalculated. This adds very little extra cost to the dakions; usually the shifts correspond very closely todhange of
the electrostatic potential at the lattice sites (cal@datsing.VTOT= .TRUE.).

The second optiodQORELEVEL = 2) is more involved. In this case, electrons are removeu fiee core and placed into
the valence (effectively increasidNELECT). The vasp implementation excitatl selected core electrons for all atoms of one
speciesThe species as well as the selected electrons are spedaiieg u

CLNT = species

CLN = main quantum number of excited core electron
CLL = | quantum number of excited core electron
CLZ = electron count

The electron count specifies how many electrons are exaited the core. Usually 1 or 0.5 (Slaters transition state) are
sensible choice<CLNT selects for which species in the POTCAR file the electronseacited. Usually one would like to
excite the electrons for only one atom, this requires to ghghe POSCAR and POTCAR file, such that the selected atom
corresponds to one species in the POTCAR file. i.e. if theutation invokes a supercell with 64 atoms of one type, the
selected atom needs to be singled out, and the POSCAR filéhaitl contain 63 “standard” atoms as well as one special
species, at which the excited core hole will be placed (thE®A&R file will hold two identical PAW datasets in this case).

Several caveats apply to this mode. First the excited eledtr always spherical, multipole splitting are not avdiab
Second, the other core electrons are not allowed to relaixchwhight cause a slight error in the calculated energiesdTh
absolute energies are not meaning full, since VASP usuappnts valence energies only. Only relative shifts of theco
electron binding energy are relevant (in some cases, theP\fa&l energies might become even positive).

6.57 Parallelisation:NPAR NCORELPLANE and the KPARtag

VASP currently offers parallelisation (and data distribn} over bands, parallelization (and data distributiong¢roplane
wave coefficients (see also Section 4), and as of VASP.5ar2]lelization ovek-points (no data distribution).

To obtain high efficiency omassively parallekystems or modern multi-core machines, it is strongly renended to
use all at the same time. Most algorithms work with any dastribution (except for the single band conjugated gradient
which is considered to be obsolete).

NCOREs available from VASP.5.2.13 on, and is more handy than tieeipus parameteMPAR The user should either
specifyNCOREr NPAR whereNPARtakes a higher preference. The relation between both péeesrie

NCORE = total number coreiPAR.

NCORHetermines how many cores work on one orbital. The valuesis @linted at the beginning of the OUTCAR file.
The current default iSsiCORE=1implying that one orbital is treated by one ca¥®ARis then set to the total number of cores.
If NCOREequals the total number of cordéPARis set to 1. This implies distribution over plane wave coddfits only: all
cores will work on every individual band, by distributingetplane wave coefficients over all cores. This is usually séow
and should be avoided.

NCORE=1s the optimal setting for platforms with a small communicathandwidth and is a good choice for up to cores,
as well as, machines with a single core per node and a Gigabitonk. However, this mode substantially increases the
memory requirements, because the non-local projectotifurecmust be stored entirely on each core. In addition,tantisl
all-to-all communications are required to orthogonalize bands. Omassively parallebystems and modern multi-core
machines we strongly urge to set

NPAR = = v number of cores

or
NPAR =number of cores per compute node

In selected cases, we found that this improves the perfarenby a factor of up to four compared to the default, and it also
significantly improves the stability of the code due to rezthmemory requirements.

The second switch influences the data distributiobPANE If LPLANEis set t0.TRUE. in the INCAR file, the data
distribution in real space is done plane wise. Any combaratif NPARandLPLANE can be used. GenerallPLANE=.TRUE.
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reduces the communication band width during the FFT’s, biiteasame time it unfortunately worsens the load balancmg o
massively parallel machinesPLANE=.TRUE. should only be used NMGZis at least 3*(number of nhodelFAR and optimal
load balancing is achieved MGZn*NPAR where n is an arbitrary integer.IPLANE=.TRUE. and if the real space projector
functions (REAL=.TRUE. or ON or AUTO) are used, it might be necessary to check the liokkowing

real space projector functions
total allocation
max/ min on nodes

Themax/ min values should not differ too much, otherwise the load batgnmight worsen as well.
The optimum settings falPARandLPLANE depend very much on the type of machine you are using. Result®me
selected machines can be found in Sec. 3.10. Recommendpd set

e LINUX cluster linked by Infiniband, modern multicore macé

On a LINUX cluster with multicore machines linked by a fastwerk we recommend to set

LPLANE = .TRUE.

NCORE = number of cores per nodes (e.g. 4 or 8)
LSCALU = .FALSE.

NSIM 4

If very many nodes are used, it might be necessary tRIEANE = .FALSE., but usually this offers very little ad-
vantage. For long (e.g. molecular dynamics runs), we recenthto optimizeNPARby trying short runs for different
settings.

e LINUX cluster linked by 1 Gbit Ethernet, and LINUX clusterstivsingle cores:
On a LINUX cluster linked by a relatively slow networkPLANE must be set toTRUE. , and theNPARflag should be

equal to the number of cores:

LPLANE = .TRUE.

NCORE =1
LSCALU = .FALSE.
NSIM =14

Mind that you need at least a 100 Mbit full duplex network,hndt fast switch offering at least 2 Gbit switch capacity
to find usefull speedups. Multi-core machines should be ydwiaked by an Infiniband, since Gbit is too slow for
multi-core machines.

e Massively parallel machines (Cray, Blue Gene):

On many massively parallel machines one is forced to use aimugber of nodes. In this case load balancing problems
and problems with the communication bandwidth are likelfpéoexperienced. In addition the local memory is fairly
small on some massively parallel machines; too small keepdhl space projectors in the cache with any setting.
Therefore, we recommend to $¢RARon these machines t@ number of nodes (explicit timing can be helpful to find
the optimum value). The use 6PLANE=.TRUE. is only recommend if the number of nodes is significantly $enal
thanNGX NGYandNGZ

In summary, the following setting is recommended

LPLANE = .FALSE.
NPAR = sgrt(number of nodes)
NSIM =1

KPARis the number ok-points that are to be treated in parallel (available as 06N%.3.2). The set d-points is
distributed ovelKPARgroups of compute cores, in a round-robin fashion. This mehat a number o = #coregKPAR
compute cores together work on an individikgdoint (choose&KPARsuch that it is an integer divisor of the total number of
cores). Within this group olN cores that share the work on an individkaboint, the usual parallelism over bands and/or
plane wave coefficients applies (see above).

Note: the data is not distributed additionally okepoints.
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6.58 LASYNGtag

LASYNG- .TRUE. | .FALSE.
Default: LASYNG-.FALSE.

If LASYNG- .TRUE. is set in the INCAR file, VASP will try to overlap commigation with calculations. This switch is
only supported in VASP.4.5 and newer releases, its use igVvewnot recommended, sincASYNG-.TRUE. has not been
tested carefully.

Overlapping communication and calculations, might impre@erformance a little bit, but it is also possible that the
performance drops significantly. Please try yourself, amtls brief report to Georg.Kresse@univie.ac.at.

6.59 LscalLAPACK-tag andLscalU -tag

If LSCALAPACK .FALSE. scaLAPACK will not be used by VASP.
This switch is required on the T3D/T3E if VASP was compiledhithe scaLAPACK and several images are run at the same
time by setting IMAGES=X in the INCAR file (see next sectiot)scaLAPACK is not switched of in the nudged elastic
band mode on the T3D/T3E, VASP will crash.

In some cases, the LU decomposition (timing ORTHCH) basestah APACK isslowerthan the serial LU decomposi-
tion. Hence it also is possible, to switch of the parallel Létdmposition by specifyingSCALU=.FALSE. in the INCAR file
(the subspace rotation is still done with scaLAPACK in trase).

MIND: in the Gamma point only T3D version, the parallel suaapdiagonalisation.§caLAPACK=.TRUE.) is performed
with a Jacobi algorithm instead of scaLAPACK. This routinaswwvritten by lan Bush. The Jacobi routine is faster than
scaLAPACK.

6.60 Elastic band method

If the elastic band method is used on the T3D scaLAPACK has swiiched of (see 6.59).

VASP supports the elastic band method to calculate enenmgielm The INCAR, KPOINTS, and POTCAR files must be
located in the directory in which VASP is started. In additia set of subdirectories (numbered 00,01,02...) mustdztex,
and each subdirectory must contain one POSCAR file. The tag

IMAGES= number of images

(specified in the INCAR file) forces VASP to run the elastic hamethod. The number of nodes must be dividable by the
number of images (thePARswitch can still be used as described above). VASP dividesdtlles in groups, and each group
then works on one “image”. The first group of nodes reads thB@®AR file from the directory 01, the second group from 02
etc. In the elastic band method, the endpoints are kept fa@dithe position of the end points must be supplied in the files
00/POSCAR and XX/POSCAR, where XX is

XX=number of images+1.

All output (OUTCAR, WAVECAR, CHGCAR etc.) is written to theubdirectories. Since no nodes are executing for the
positions supplied in the directories 00 and XX, no outp@sfilill be created in these sub directories. The usual stafout
the images 02,03,...,number of images is redirected to lbee GR/stdout, 03/stdout etc. (only image 01 writes to theals
stdout). In addition to th®MAGEStag, a spring constant can be supplied in$R&INGtag. The default is

SPRING=-5

For SPRING=0, each image is only allowed to move into the direction padicular to the current hyper-tangent, which is
calculated as the normal vector between two neighboringg@®aThis algorithm keeps the distance between the images
constant tdirst order. It is therefore possible to start with a dense image spamingnd the saddle point to obtain a finer
resolution around this point.

The nudged elastic band method[59, 60] is applied WBRRINGis set to a negative value e.g.

SPRING=-5

This is also the recommended setting. Compared to the preciase, additional tangential springs are introducedep kee
images equidistant during the relaxation (remember thetcaint is only conserved to first order otherwise). Do ne&t oo
large values, because this can slow down convergence. Taaltdealue usually works quite reliably.

One problem of the nudged elastic band method is that theredmis(i.e movements only in the hyper-plane perpen-
dicular to the current tangent) is non linear. Therefore, @& algorithm usually fails to converge, and we recommended



6 THE INCAR FILE 87

use the RMM-DIIS algorithmIBRION=1) or the quick-min algorithmIBRION =3). Additionally, the non-linear constraint
(equidistant images) tends to be violated significantlyirduthe first few steps (it is only enforced to first order). Hfst
problem is encountered, a very low dimensionality param@8&I0N =1, NFREE-2) should be applied in the first we steps, or
a steepest descent minimization without line optimizaflBRION =3, SMASS2). should be used, to pre-converge the images.

If all degrees of freedom are allowed to relax (isolated males, no surface, etc.), make sure that the sum of all pasiti
is the same for each cell. In other words,

R (6.9)
i:1%ions

must be equal for all images. Otherwise “fake” forces armuhiced, and the images “drift” against each other (thismwait
introduce problems during the VASP calculations, but itugkaard to visualize the final results). Often an initial larby
interpolated starting guess is appropriated, this can he ddth a small script called

interpolatePOS

found in vampl/scripts/. The script also removes as an opiercenter of “mass motion”.

Finally, we strongly recommend to keep the number of imagestabsolute minimum. The fewer images are used the
faster to convergence to the groundstate is. Often, it issabile to start with a single image between the two endpcéimis
to increase the number of images, once this first run has ogesde

6.61 Improved dimer method

The dimer method [61] is a technique for the optimizationrafsition states. In VASP, the method improved by Heyden et
al. [62] (IDM) is implemented, detailed presentation of thethod can be found in Ref. [62]. Algorithm for IDM consists o
the following cyclically repeated steps:

e curvature along the dimer axis is computed using finite difees. The initial dimer direction must be provided by user
(see below).

e dimer is rotated such as its axis is parallel with the digectf the maximal negative curvature

e optimization step is taken, potential energy is maximizkmh@ the unstable direction (i.e. dimer axis) while it is
minimized in all other directions

The method is invoked by settinBRION =44 (see Sec. 6.22).

Furthermore, user must specify direction of the unstablden@orresponding 3N dimensional vector is defined in the
POSCAR file after the lines with atomic coordinates and arsging blank line. Note that the dimer direction is autortaityy
normalized, i.e. the norm of the dimer axis defined by useréddvant. Example of POSCAR file for simulation with dimer
method:

ammonia flipping

wIrooor
Pzo~o
® oo

cart
-0.872954 0.000000 -0.504000 ! coordinates for atom 1
0.000000 0.000000 1.008000
0.872954 0.000000 -0.504000
0.000000 0.000000 0.000000 I coordinates for atom N
! here we define trial unstable direction:
0.000001 0.522103  -0.000009 I components for atom 1

-0.000006 0.530068 0.000000
-0.000005 0.522067  -0.000007
0.000001  -0.111442 0.000001 I components for atom N

As in the other structural optimization algorithms in VA8Bnvergence is controlled through tBBIFFG tag.
Experienced users can affect the performance of the dim#raudy modifying the numerical values of the following
parameters:
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e FINDIFF=1|2
Use a forward (1) or central (2) difference formula for thenauical differentiation to compute the curvature along the
dimer direction

Default: FINDIFF =1

o DIMERDIST=[real] the step size for a numerical differentiatidk) (

Default: DIMERDIST=0.01
o MINROE([real] dimer is rotated only if the predicted rotation amg greater than MINROT (rad.)

Default: MINROE0.01

e STEPSIZE =[real] trial step size for optimization steﬁx

Default: STEP_SIZE =0.01
e STEP MAX([real] trust radius (upper limit) the optimization stefp)(

Default: STEP.MAX0.1

Important information about the progress of optimizatiswritten in the file OUTCAR after the expression 'DIMER
METHOD'. In particular, it is useful to check the curvatuderg the dimer direction, which should be a negative number
(long sequence of positive numbers usually indicates tieaalgorithm fails to converge to the correct transitionejta

IMPORTANT NOTE: The current implementation does not supfaitice optimizationsIGIF >2) and can be used only
for the relaxation of atomic positions.

6.61.1 Initial dimer axis

The direction of unstable vibrational mode can be obtainegdsforming vibrational analysisBRRION =5, see Sec. 6.22.6)
and taking the x-, y-, and z- components of the imaginaryatibnal mode (after division by SQRT(mass)!) parallel vitth
reaction coordinate. Note that in order to plot "Eigenvestafter division by SQRT(mass)RWRITE=3 should be used.

6.61.2 Practical example

In this example, transition state for the ammonia flippingdmputed. All calculations discussed here were perfornsatu

the PBE functional, Brillouin zone sampling was restrictedhe gamma point. This practical example can be completed
in a few seconds on a standard desktop PC. The startingwteuior IDM simulation should be a reasonable guess for the
transition state. POSCAR with the initial guess for the amiadlipping:

ammonia flipping

wIrooor
Pzo~o
© oo

cart
-0.872954 0.000000 -0.504000
0.000000 0.000000 1.008000
0.872954 0.000000 -0.504000
0.000000 0.000000 0.000000

As an input for the dimer method, direction of unstable matimér axis) is needed. This can be obtained by performing
vibrational analysis. The INCAR file should contain the éaling lines:
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NSW = 1

Prec=Normal

IBRION=5 I perform vibrational analysis

NFREE=2 I select central differences algorithm

POTIM=0.02 I step for the numerical differenciation

NWRITE=3 I write down eigenvectors of dynamical matrix afte r division by SQRT(mass)

After completing the vibrational analysis, we look up thedest imaginary mode (Eigenvectors after division by
SQRT(mass)!) in the OUTCAR file:

12 ffi= 23.224372 THz  145.923033 2PiTHz 774.681641 cm-1 96. 048317 meV
X Y z dx dy dz
5.127046 0.000000 7.496000 0.000001 0.522103  -0.000009
0.000000 0.000000 1.008000 -0.000006 0.530068 0.000000
0.872954 0.000000 7.496000 -0.000005 0.522067  -0.000007
0.000000 0.000000 0.000000 0.000001  -0.111442 0.000001

and use the last three columns to define the dimer axis in P@SCA

ammonia flipping

wIrooor
Pzo~o
® oo

cart
-0.872954 0.000000 -0.504000 ! coordinates for atom 1
0.000000 0.000000 1.008000
0.872954 0.000000 -0.504000
0.000000 0.000000 0.000000 I coordinates for atom N
! here we define trial unstable direction:
0.000001 0.522103  -0.000009 I components for atom 1
-0.000006 0.530068 0.000000
-0.000005 0.522067  -0.000007
0.000001  -0.111442 0.000001 I components for atom N

In order to perform IDM calculation, INCAR should contairetfollowing lines:

NSW = 100

Prec=Normal

IBRION=44 I use the dimer method as optimization engine

EDIFFG=-0.03

With this setting, algorithm converges in just a few reléatsteps. Further vibrational analysis can be performed to
prove that the relaxed structure is indeed a first order sgulniht (one imaginary frequency).

6.62 Advanced MD techniques.

IMPORTANT NOTE: The simulation methods described in thistes are included in VASP as of version 5.2.12, and re-
quire VASP to be compiled with the cpp flag -Dtbdyn that shcaddincluded in the corresponding line of makefile, as for
instance in the following example:

CPP = $(CPP_) -DHOST=\"IFC9_fftw\" \
-Dkind8 -DNGXhalf -DCACHE_SIZE=12000 -DPGF90 -Davoidall oc |\
-Dthdyn

Note that this option replaces the standard MD routinesémeld in VASP. All simulation methods described below are
implemented for a canonical ensemble, hence no latticendigsas currently available. Note also that these methoelstilt
under development and should be considered as experinieatates of VASP. These features are expected to be staible, b
they have not been widely applied and tested. Any commenggestions and bug reports should be addressed t@sTom
Bucko (tomas.bucko@univie.ac.at).
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6.62.1 A brief overview of simulation methods

Biased molecular dynamics The probability density for a geometric paramefa@f the system driven by a Hamiltonian:
H(a,p) =T(p)+V(a), (6.10)

with T (p), andV (q) being kinetic, and potential energies, respectively, awlitten as:

J8(&(a) —& Jexp{—H(a,p)/ke T}dqdp
P(&) = ( fexp{)—H(q,p)/kBT}dqdp :<6<E(q)_ai)>w

(6.11)

The term<X>H stands for a thermal average of quantityevaluated for the system driven by the Hamiltonkdnlf the

system is modified by adding a bias potenﬁaE) acting only on a selected internal parameter of the sygteng(q), the
Hamiltonian takes a form:

H(q,p) =H(a,p) +V(3). (6.12)
and the probability density & in the biased ensemble is:

_J3(E@ & )exp{—H(q,p)/ke T} dqdp
( fexp{) H(a,p)/ks T }dgdp :<6<E(q)_€i)>ﬂ (6.13)

It can be shown that the biased and unbiased averages desirgkaa simple formula:

exp{V(€)/ke T}

P p 6.14
(&) =PE) o orT7e ks T (6.14)
More generally, an observab(é):
JA(@)exp{—H(q,p)/ke T}dqdp
Ap = 6.15
M= exp{—H(ap)/ke T} dqdp (.19
can be expressed in terms of thermal averages within thed&ssemble:
<A>H:< (@exp{V(E)/kaT}) (6.16)

(exp{V (& )/ke T })y

Simulation methods such as umbrella sampling [82] use agutential to enhance sampling ®in regions with lowP(&;)
such as transition regions of chemical reactions. The codistributions are recovered afterwards using the equdtr
(A)n above. A more detailed description of the method can be faufRef. [71]. Biased molecular dynamics can be used
also to introduce soft geometric 